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Abstract

A method for optimizing chemical composition of steel is proposed and a correlation is established to reduce cardinally alloy
elements in existing steel grades that results in high compressive residual stresses at the surface of intensively quenched steel parts
and increasing strength and ductility ofmaterial due to super-strengthening phenomenon. The algorithm ofoptimization consists in

reducing alloy elements in existing alloy steel in 1.5–2 times and then lowering step-by-step content ofsteel, beginning from the most

costly alloy element and ending the most cheaper one, until established correlation is satisfied. The range of reduction is minimal

and during computer calculations can be chosen as 0,001 wt %. The proposed approach can save alloy elements, energy, increase

service life of machine components and improve environmental condition. The method is a basis for development of the new low

hardenability (LH) and optimal hardenability (OH) steels.

Keywords: steel chemistry, service life, reduced cost, carburizing elimination, natural gas savings.

DOI: 10.21303/2461-4262.2016.00253 © Nikolai Kobasko

1. Introduction

Author of the article has been developing a method for optimization of steel chemistry to

reduce radically alloy elements, increase service of steel components and improve environment

condition since 2005 [1–3]. In this article a summary of the investigations concerning optimization
of chemical composition of steels is provided. Based on numerous experiments and FEM calcu-

lations of residual stresses, it was established a dimensionless correlation which is responsible for

creation of optimal hardened layer that provides high compressive residual stresses at the surface

of steel parts and allows getting super-strengthened material. For this purpose the Grossmann’s

classical experimental data were used concerning hardenability of steels and multiplying factors fn
which are the mostaccurate and widely used [4, 5].

The aim of developed method is providing methodology which allows engineers to develop
the new low hardenability (LH) steels for elimination verycostly carburizing processes. At present,
in worldwide practice there is a tendency to switch from AISI 8620 carburized alloy steel to LH

steel which should be intensively hardened in plain water. The matter is that carburizing process

for big and complicated steel parts, like large gears, takes a long time, up to 60 hours and is rather

costly and not environmental green. The LH steel with the proper optimal chemical composition
can eliminate carburizing process completely and it takes only seconds or minutes for intensive

hardening. The proposed method for optimizing chemical composition of LH steels can be suc-

cessfully used for solving this very important for the worldwide practical and scientific problem.

2. Compressive residual stresses and super-strengthening phenomenon as a reason for cardi-

nal decrease alloy elements in steels

Optimal hardenability of steels which provides optimal hardened martensitic surface layer
with maximal compressive residual stresses in it and bainitic or pearlitic microstructure at the core

after intensive quenching can be designed using established by author [1, 2] the similarity ratio (1):

DI

D
0.35 0.095

opt

= ±
, (1)

here DI is critical diameter in m; Dopt is diameter of steel part to be quenched in m.
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A procedure of its use is as follows:

1. A steel grade with certain chemical composition is chosen.

2. The ideal critical size for this steel is determined.

3. The ratio DI/Doptfor specific steel part is evaluated which must be in the range of 0.2–0.5.
4. The part is quenched in condition 0.8 Kn 1≤ ≤ [6].
5. Intensive quenching is interrupted when optimal quenched layer is achieved with maxi-

mal compressive stresses at the surface [6].
6. The part is tempered at the temperature Ms or higher [6].
The history of such development started when Prof. Shepelyakovskii and his colleagues

noticed that not through hardened but intensively quenched steel parts has much better service life

as compared with through hardened steel parts [7–11]. As a result, steels with reduced content of

Mn, Cr and Ni were recommended to use to increase service life ofmachine components (Table 1).

To understand why such phenomenon occurs, authors [12–16] made numerous computer
simulations to investigate current and residual stresses in cylindrical samples of 6, 20, 40, 50,
60, 80, 150, 200, and 300 mm. It was established that there is a similarity in stress distribution as

shown in Fig. 1. The similarity means that a depth of optimal quenched layer should increase 10

times when switching from 6 mm cylindrical specimen to 60 mm specimen to get the same stress

distribution. More information one can find in Refs. [17–22].
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Fig. 1. Stress distribution through the section of two cylindrical specimens, one of diameter 6 mm

(black data points) and the other of 60 mm (white data points), at the time of the achievement of

maximum compressive stresses at the surface [12]: 11σ is radial stress; 22σ is axial stress,

33σ is tangential (hoop) stress

4

Table 1

Chemical composition of steels with reduced content ofMn recommended by Prof. Shepelyakovskii to use for

through surface induction hardening of different machine components [10]

Alloy Steel 1 Steel 2 Steel 3 Steel 4 Steel 5 Steel 6

C

Si

Mn

Cr

Ni

Cu

Ti

S

P

0.55–0.63
0.10–0.30

<0.20

<0.15

<0.25

<0.30

0

<0.04

<0.04

0.44–0.51
0.10–0.25

0.95–1.25

<0.25

<0.25

<0.30

0.06–0.12

>0.04

>0.04

0.95–1.05
0.15–0.30

0.15–0.30

0.35–0.50
<0.30

<0.25

0

<0.027

<0.02

0.42–0.48
0.40–0.65

0.17–0.32

<0.25

<0.20

<0.15

0

<0.04

<0.035

0.53–0.60
0.40–0.80

0.21–0.35

<0.25

<0.20

<0.20

0

<0.04

<0.04

1.10–1.20
0.15–0.30

0.40–0.60

<0.25

<0.20

<0.20

0.06–0.12

<0.04

<0.04

Area ofuse Gears
Semi – axles and

shafts
Leaf– springs
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Springs
Crank – shafts

Hard working
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The established in 1983 [12] similarity in stress distribution has a great importance since

it allows:

– transfer data, obtained from testing small specimens, to very large specimens or real

steel parts;

– get similar stress distribution and hardened layer in complicated steel parts;

– create a basis for optimization of the chemical composition of steel to provide high com-

pressive residual stresses at the surface ofhardened steel parts;
– use previously experimental data to evaluate the ratio (1);
– make appropriate condition to get maximal benefit from super-strengthening processes.

The similar stress distribution when quenching through hardened cylindrical specimens
in oil (Fig. 2, a) and intensively quenched specimens with optimal hardened layer (Fig. 2, b) are

shown in Fig. 2. A scheme (Fig. 3) explains how one should understand the super-strengthening

processes [23–25].

Thus, along with the creation the surface compressive residual stresses, intensive quenching
is a reason for super-strengthening of material (Fig. 3, 4) [24, 26].

To understand the nature of super-strengthening, consider the scheme shown in Fig. 4.

Imagine a superficial layer compressed to the limit (1,200–1,500 MPa) in which there are plates
of martensite possessing a greater specific volume than the initial phase structure of supercooled
austenite. The period of appearance of such plates is very short and less than 10-6s. The plates of

Reports on research

projects
(2017), «EUREKA: Physics and Engineering»

Number 1

Material Science

Fig. 2. Residual stress distribution in cylindrical specimens when quenching slowly in oil and

intensively in water flow: a – quenching in oil; b – intensive quenching in condition 0.8 Kn 1≤ ≤

Fig. 3. Optimal depth ofhardened layer corresponding to the maximum surface

compressive residual stresses: LH, low hardenability steel; OH, optimal hardenability;
ThH, through hardening
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martensite deform the supercooled austenite that is between them, as shown in Fig. 4. The hatched

area indicates martensite, and the color area, the supercooled austenite. The higher the cooling rate

is within the martensite range, the greater will be the extent to which the austenite is deformed, and

the higher the dislocation density. Consequently, during rapid cooling, there is not enough time for

the dislocations to accumulate in the grain boundaries and to form nuclei of future microcracks;

they are frozen in the material. Thus, the superficial layer acts like a blacksmith: under conditions

of high stress, the plates of martensite arise explosively, deforming the austenite and creating ex-
tremely high dislocation densities, which are frozen during rapid cooling. This process is analogous
to low-temperature thermomechanical treatment (LTMT).

3.  Verification of the idea in the production conditions

Author of a monograph published in 1980 [25] provided experimental data showing
that semi-axles of track KrAZ (62 mm in diameter) made of plain carbon steel and intensively

quenched work much better as compared with the axles made ofAISI 4340 steel but quenched in oil
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Fig. 4. The transformation scheme of austenite into martensite in the compressed layer,
illustrating the effect of additional strengthening (super-strengthening) of the material

Fig. 5. Detailed scheme of quench chamber with automatic control [14, 28]: 1 – semi-axle;
2 – quench chamber; 3 – pressurized water flow; 4 – mechanical drive for semi-axles;

5 – sensor for analyzing the process ofnucleate and film boiling; 6 – sensor for analyzing
the portion of transformed structures by the changing ferromagnetic state;

7 – electronic device (amplifier and microprocessor); 8 – amplifier

6

1200 MPa 1200 MPa

Austenite >

7
/

(Table 2, 3 and Fig. 5).

Table 2

Chemical composition of steels AISI 4340H and 1040 used for manufacturing KrAZ track’s semi-axles [27]

Steel grade C Mn Si Ni Cr Mo P S DI, mm

AISI 4340H 0.37–0.44 0.65–0.85 0.15–0.35 1,65–2.00 0.65–0.95 0.20–0.30 0.025 max 0.040 max 131–269

1040 0.36–0.44 0.50–0.80 0.17–0.37 0.25 max 0.25 max – 0.04 max 0.04 max 24–41



For plain carbon steel 1040 the main ratio (1) is equal:

DI 24 mm
= = +0.35 0.037

D 62 mm
opt

that perfectly fits the Eq. (1). Field testing showed that wear resistance of splines were three times

higher as compared with 4340 steel. Note that plain carbon steel didn’t contain Al, Ti and V.

Other good examples are rollers made of 35KhM steel (Table 4 and Fig. 6)

Critical diameters in Table 2, 3 were calculated using Grossmann’s Eq. (2) [4, 28, 29]:

Fe Mn Si Cr Ni Mo P S
DI 25.4f f f f f f f f

,
= × × × × × × × (2)

here Fef, Mnf, Sif , Crf ….
are multiplying Grossmann’s values depending on content of alloy in steel.

Average critical diameter is 153 mm and ratio (1) is satisfied for large diameter ofroller, i. e.

DI 153mm
= = = −0.255 0.35 0.095;

D 600mm
opt

DI 153mm
= = = +0.54 0.35 0.19.

D 280mm
opt

To provide direct convection, heat transfer coefficients (HTCs) were calculated using Eq. (3)
and Eq. (4) according to which HTC=1250 W/m2K. It can be provided by agitation water salt solu-

tion ofoptimal concentration with 0.25 m/s.

According to patented technology [6], direct convection and uniform intensive quenching
takes place when criterion (3) including (4) is satisfied:

( )0 I
2

Bi
ϑ − ϑ

=

ϑ + ϑ
,

I uh

(3)

~ ~λ ϑ − ϑ
ϑ= ~ ~

β ~ ~~ ~

0.3

21

I

( )0 I

R
, (4)
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Table 3

Fatigue testing ofKrAZ tracks semi-axles through quenched in oil (4340H steel) and intensively quenched for

obtaining optimal quenched layer (1040 steel) [24–26]

Quenching method Steel grade Numbers of cycles to fracture Notes

Oil AISI/SAE 4340 (3,8–4.6)×105 Semi-axles were destroyed

Intensive water

spray cooling
AISI 1040 (3,0–3.5)×106 No fracture observed

Table 4

Chemical composition of steel 35KhM used for manufacturing rollers

Steel grade C Mn Si Cr Ni Mo P S DI mm

35KhM 0.30–0.37 0.50–0.90 0.90–1.20 0.90–1.20 0.30 max 0.15–0.25 0.035 max 0.035 max 89–222

Average 0.335 0.70 1.05 1.05 0.15 0.20 – – 153



0 0 S
T T;ϑ = − 0T is initial austenitizing temperature; I I S

T T,ϑ = − IT is nucleate boiling
start temperature; ST is saturation temperature; uh S m

T T;ϑ = − Tmis bath temperature; 3.41β = ;
λ is thermal conductivity of steel in W/mK; R is radius in m; Bi is conventional dimensionless

Biot number.

Taken into account such approach, software has been developed for engineers to calculate

cooling recipes when performing IQ-2 and IQ-3 processes [30–34]. The possibilities of governing
the quenching processes are discusses in Refs [35–38].

where

Cooling time of roller shown in Fig. 6 was calculated using Eq. (5) [25] and existing com-

puter program:

~ ~
τ = + θ~ ~

+~ ~

k BiaKn
1 V ln

o ,

K 2.095 3.873Bi
V

(5)

here a is thermal diffusivity in m2/s; Kn is dimensionless Kondratjev number; K is Kondratjev
form factor in m2; τ is time in seconds; k1 is 1, 2, 3 for plate, cylinder, and spherical like forms

correspondently; BiVis generalized dimensionless Biot number;
o

θ is dimensionless temperature.
Calculations provided cooling time for roller 48 minutes 15 seconds.

4. Low hardenability steel as an example of optimized chemical composition of material

Low hardenability (LH) steels are widely used in practice. For example, authors [7–11] used

the first version ofLH steels for manufacturing gears, shafts and bearing rings. The chemical com-

position of improved version of LH steel is provided in RU Patent № 2158320 [39]: 0.40–0.85 C;
≤0.20 Mn; ≤0.20 Si; ≤0.10 Cr; ≤0.10 Ni; ≤0.10 Cu; 0.03–0.10 Al; 0.06–0.12 Ti; ≤0.40 V. This

LH steel was successfully used for manufacturing gears and different kinds of shafts if optimal

quenched layer was provided [40, 41].
In 2010, a method for intense quenching of steel, containing 0.15–1.2 C; ≤1.8 Mn; ≤1.8Si;

≤1.8 Cr; ≤1.8 Ni; ≤0.5 Mo; ≤1.5 W; ≤0.007 B; ≤0.3 Cu; 0.03–0.1 Al; 0.4 Ti; 0.4 V; ≤0.1 N; ≤0.4 Zr;
0.03 Ca; ≤0.035 S; ≤0.035 P, in condition when HTC exceeds 40,000 W/m2K was introduced by
authors [42]. The equation for determining ideal critical diameter was modified by authors [42] and

using nomograms related to cylinders, spheres and plates hardened layer of thickness (0.1–0.2) D

was determined depending on critical diameter DI and size of real steel part. Self-tempering at

the temperature 150–300 °С is provided during performing ofthis method. The notion has several

disadvantages as compared with patented in 2002 in the USA similar intensive steel quenching

technology and apparatus [6]. They are:

– heat transfer coefficients (HTCs) more than 40,000 W/m2K ar e t oo high for medium and

large steel parts and they should be evaluated using criterion (3) with condition (4) which is

responsible for establishing direct convection;

– in the equation for DI calculation multiplying factors fn are considered as linear functions

of alloy concentrations for all interval up to 1.8 % that creates errors during DI calculations;
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Fig. 6. The roller made of 35KhM steel and intensively quenched in agitated (0.3 m/s) water salt

solution of optimal concentration
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– at present time, tendency in metallurgy is to decrease alloy elements from 2 to 3 times

due to possibilities of intensive quenching which creates high compressive residual stresses and

provides super-strengthening of material [6, 38]. There is no sense to waste alloy elements and

huge energy;

– authors [42] recommend to perform self-tempering at 150–300 oC after intensive quench-

ing in condition HTC=40,000W/m2K. However they don’t provide interruption time to perform
self-tempering. It can be done using Eq. (5). All of this was considered in detail in 2002 in US

Patent [6]. Moreover, interruption and self-tempering should be done at optimal bainitic transfor-

mations [43];
– thickness 0.1D–0.2D is not optimal quenched layer, especially when using 0.1D. It can be

calculated from Eq. (1). Moreover, even in through hardened steels at the surface of machine com-

ponents the high compressive residual stresses are formed [44–46]. Thickness 0.1D–0.2D will not

provide enough strength for hard working machine components;

– the main disadvantage of the elaboration is impossible to use technology for complicated
steel parts configurations. It can be used only for cylinders, spheres and plates. Note that regular
thermal condition theory ofKondratjev allows operating with any configuration of steel parts [47, 48];

– authors [42] use nomogram for prediction of hardened quench layer in classical forms by

observing DI and size, however hardened layer cannot be correct if DI was calculated incorrectly.
In general, alloy elements in existing steels can be radically reduced due to high surface

compressive residual stresses and super-strengthening of a material.

5. Discussion

At present time, alloy and high alloy steels are quenched in oil and optimal harden-
ability steels are intensively quenched in water flow or water sprays. LH steels, based on em-

pirical and accurate metallurgical investigations, are suitable for small machine components
like gears, shafts, crosses, bearing rings and rollers. LH steels combined with the intensive

quenching produce high compressive residual stresses at the surface of steel parts and provide
super-strengthening of material that increases their service life. Optimal chemical composition

provides optimal quenched layer which in its turn provides optimal residual stress distribution

in steel components. The optimal residual stress distribution means high (maximal) compres-
sive residual stresses at the surface of steel parts which smoothly pass to low tensile stresses

at their core. Due to soft core, the low tensile stresses cannot create cracks. And also, due to

soft core, no swelling is observed in it and as a result the distortion is less. Empirical tolera-

tion the chemical composition of steel to size and configuration of machine component or tool

takes a long time end is very expensive procedure. That is why in the paper the universal and

simple method of chemical and residual stress optimization is developed and discussed. Such

approach can be used when hardening irons [49]. The method was many times checked by FEM

computer simulation and tested in field condition [12, 25]. Semi-axles of trucks and bearing
rings were many times tested [25, 26]. The method of calculation can evaluate which steel

fits the specific configuration and size of machine component. Based on developed method of

calculation, it is possible to compose new grades of steels which can provide optimal residual

stress distribution in the given steel component. Due to optimal residual stress distribution and

intensive quenching the following benefits are achieved:

– high compressive residual stresses at the surface of steel parts are formed;
– the super strengthening phenomenon in surface layers takes place;
– mechanical properties of material at the core, especially impact strength, are significantly

improved;
– crack formation decreases due to compressive residual stresses at the surface and low

tensile residual stresses at the core where material is soft;
– distortion of steel parts decreases because core doesn’t swell.

A tendency of reducing alloy elements in alloy and high alloy steels is very progressive and

promising.
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6. Conclusions

1. A similarity correlation concerning depth of hardened surface layer, which was estab-

lished by author, is a reason for creation ofhigh surface compressive residual stresses and is a basis

for optimization of chemical composition of steel.

2. There is an opportunity to reduce all alloy elements in existing steel grades more than two

times due to high compressive residual stresses and super-strengthening of material.

3. The similarity correlation allows predicting stress distribution in intensively quenched
steel parts after intensive quenching.

4. If chemical composition of LH steel is proper optimized, it can eliminate carburizing
processes for variety of large and complicated steel parts and provide the great benefits for industry.
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Abstract

The effect of the concentration and disperse composition on the flocculation strength to mechanical influence is investigated.

It is found that the residual rate of floccules sedimentation after the mechanical influence at a constant rate offlocculant has a maxi-

mum value at a concentration ofsolids in the slime in the range of 7–30 g/dm3. The best results are obtained in all the experimentsat

a solids concentration of 10 g/l. It is found that at a concentration up to 7 g/l and more than 30 g/l, the floccules is formed. They have

the lowest residual rate after mechanical influences. With increasing content of the solid fraction of40–100 microns over 15 %, the

strength offloccules increases. They retain their shape and relatively high sedimentation rate even after mechanical influence. The

obtained data allow to recommend correction of the slime composition before flocculant injection both the concentration close to the

optimum, and the content of size fraction of 40–100 mm more than 15 %.

Keywords: flocculation, polydisperse slime, floccules destruction, floccules strength, residual sedimentation rate.
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1. Introduction

Coal slime is formed during coal mining and processing. It is a fine product with high ash

content. The solid phase of slime of coal preparation plants is often a valuable mineral raw ma-
terials, and the liquid phase should be used in a closed system of water recycling. Local cleaning
system of chemically contaminated waste water in order have been developed and implemented
in modern coal preparation plants to create closed water and slime system [1]. An efficiency of

enrichment operations and reduce of water losses for a plant depend on the quality of suspension
separation in the thickener. Therefore, a closed cycle, used in coal preparation, presents particular

requirements to the quality of solid-liquid separation in the thickener. In modern conditions one of

the pressing problems in the practice of coal preparation is to improve the technics and technology
of dewatering of coal polydisperse suspensions of small classes (fine silt, slime, flotation concen-

trate and others classes with a particle size 0–0.5 mm), formed at the preparation plants [2].
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Intensification ofclarification processes of the liquid phase due to the use ofpolymer floccu-

lants is carried out at all stages of slime thickening and dewatering [3]. As a result of the destruction

of already formed floccules during slime transportation from thickening to dewatering equipment
in modern water and slime schemes reflocculation is carried out before each apparatus. Therefore,

an important aspect of improving the economic performance of thickening process is to reduce the

consumption of expensive flocculant used for intensification of water clarification process. This

leads to the need to establish optimal conditions for flocculation that provide a strong enough ag-
gregates that do not require reflocculation after transportation.

Flocculation efficiency for coal slime depends on many factors that affect the formation

of aggregates. To clean coal slime containing fine mineral impurities of clay particles noniono-

genic [4], ionigenic (cationogenic and anionogenic) flocculants [5], their combination with each

other [6] with coagulants [3] or mineral salts [7] are used. General recommendations for the use of

flocculants are reduced to the selection of the type and concentration of flocculant for purification of

a particular type of slime with a certain concentration and disperse composition. At the same time

still insufficiently studied issues such as the impact of concentration and dispersion composition on

the structure ofpolydisperse slime floccules. It is poorly understood changes of the floccules after

mechanical influence, their strength characteristics and strength retention mechanism. According
to the theory, destruction of the floccules occurs when the shear stress of the order of 1–10 Pa, with

the strength of aggregates increased with increasing dose of flocculant [8]. It is found that slime of

coal flotation concentrate without the use of flocculants according to the nature of the flow are near

Newtonian liquids, and nucleation does not occur in the slime [9]. Suspension becomes pseudoplas-
tic properties when a flocculant supply [10, 11], and the general guidelines for reduce destruction of

the floccules are reduced to reduce the shear deformation [12].
Research results that are described in [13] showed that the sedimentation rate of the floc-

cules at the same flow rate of the flocculant has the highest value at the solids concentration in the

slime below 30 g/dm3. Criterion for evaluating formation of solid aggregates has been proposed,
which may be a residual flocculation sedimentation rate after mechanical influence, characterizing
the size and structure of the aggregates. These data require further experimental verification of the

strength of aggregates that formed at lower concentrations.

Thus, despite considerable study of coal slime flocculation, structure and strength charac-
teristics of the floccules of polydisperse suspensions are enough studied. Knowledge of the laws

of the formation of strong aggregates, depending on the concentration and disperse composition
of suspension will optimize the flocculation process, as well as to predict the possibility of their

transportation, ensuring minimal degradation of the floccules.

2. Materials and Methods

Research of polydisperse slime flocculation is carried out using model slimes with con-
trolled parameters of concentration and disperse phase, which are synthesized as follows. Real

slime, taken on one of the existing coal preparation plants, passed through a sieve with a size of 40,

60, 80 and 100 microns and coarse fractions were separated. Slime less than 40 microns fraction

was thickened by settling and then diluted by clarified liquid to a concentration of 3 to 100 g/dm3
required to examine the effect of solids concentration on the flocculation process.

For the subsequent series of experiments to study the effect of disperse slime composition
was synthesized with solids content from 3 to 100 g/dm3and adding medium-sized particles of

40–100 microns in an amount from 5 to 30 %.

The fraction more than 100 microns was not of interest for further research, because such

particles are efficiently sedimented without the use of flocculants. The density of the solid phase of

the slime was 1.7 kg/dm3.
Measurement of flocculants sedimentation kinetics in the mode of free (unconstrained) sedi-

mentation was conducted in a laboratory graduated cylinder of 50 mm diameter and 500 mm height.
Flocculant type and concentration were selected before experiment. Combination of nonion-

ogenic production (20 % of total amount) and anionogenic (80 % of the total amount) of flocculants

were used for this slime. Dosage amounts of flocculant before each experiment recalculated so that
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the flocculant consumption per weight unit of the solid phase was constant at 200 g/t. This flow

provides effective formation of the floccules and flow consistency excludes the effect of flocculant

dose of the strength of the floccules at various concentrations of solids in the slime.

3. Experimental procedures
To assess the strength of the floccules to mechanical influences we used the following tech-

nological test. In the measuring cylinder (Fig. 1, a) with slime of certain solids concentration slime

(from 3 to 100 g/l) and size distribution (from 0 to 30 % of fraction content of 40–100 microns)
nonionogenic flocculant was added in an amount of 40 g/t. Anionogenic flocculant after stirring
was injected in an amount of 160 g/m by cylinder tilting and was stirred again. After formation

of the floccules and their sedimentation, flocculed slime was stirred with a stirrer with a speed at

the blade tip about 2 m/s for 40 seconds in a rectangular container 120×70 mm (Fig. 1, b). In our

opinion, such mechanical effect simulates the movement of flocculed slime through a pipeline
from thickening apparatus to dehydration apparatus. The residual rate of sedimentation after a

mechanical influence characterizes the size of the aggregates and, thus, the flocculation strength to

mechanical influence.

Then the content was poured into a measuring cylinder and determined the sedimentation

rate of suspended particles in the sample after mechanical impact. The sedimentation rate of the

floccules was calculated using the following formula:

0, 4H
V = (1),

t
i

where H – height of the clarified layer, mm; ti– free sedimentation time of the floccules (0.4 of the

height), s.

Flocculed sediments were sampled after mechanical influence. These samples were studied

under the microscope.

4. Results

The study revealed that for the same flocculant concentration residual sedimentation rate of

the floccules after mechanical influence depends on the initial concentration and composition of

disperse composition of the slime (Fig. 2). In the solids concentration range of 3–10 g/l (Fig. 2, a)
in all cases of the content of medium-sized class (more than 40 micron) there is an exponential
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increase of the rate with increasing concentration, with a maximum content at 10 g/l. In the con-

centration range of 10–50 g/l (Fig. 2, b) in all cases of the content of medium-sized class there is

a decrease of residual flocculation rate, having a character close to the line. In the concentration

range of 50–100 g/l (Fig. 2, c) in all cases of the content of medium-sized class there is a sharp
exponential decrease of the rate.
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Fig. 2.Dependence of sedimentation rate of the floccules undergoing mechanical influence on

the concentration (a – 3–10 g/l, b – 10–50 g/l, c – 50–100 g/l) and disperse composition ofsolids in

the slime: the points on the chart – the results of laboratory tests; the lines on the chart– the smoothed

line ofscatter ofexperimental values; refer on the lines – the proportion of solids more than 40 micron, %
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Investigation of the effect of the disperse composition on the sedimentation rate of the floc-

cules after mechanical influence shown (Fig. 3) that with increasing content of the medium-sized

class (40–100 microns) the sedimentation rate at all concentrations increases. This is the result of

increasing the strength of floccules. Sedimentation rate is reduced with increasing concentration of

the solids in the slime and at a concentration more than 50 g/l it is a minimal. At concentrations 75

and 100 g/l sedimentation rate of the slime after mechanical influence is virtually constant, indicat-

ing the almost complete destruction of the formed aggregates of the floccules.

For content of fraction proportion of40–100 microns up to 15 % there is a slight increase of

the residual rate, and more than 15 % – an increase of the rate becomes significant, particularly in

the concentration range of solids in the slime of 7–30 g/l (more than 1 mm/s for every 5 %).

5. Discussion

Research results, presented in Fig. 2, 3, show that the concentration and disperse compo-

sition of the slime have a significant impact on preserving the strength of floccules to mechanical

influences. It is interesting that at low concentrations of solids (up to 7 g/l, Fig. 2, a) and high (more
than 50 g/l, Fig. 2, c) there is formation of floccules unstable to mechanical influences. Mechanical

influences lead to the destruction of the floccules and a sharp reduction of the residual sedimen-

tation rate. This is confirmed by photos of the floccules shown in Fig. 4. At a concentration close

to 10 g/l (Fig. 4, c) after mechanical influence floccules are stored with clear contours at a low

(Fig. 4, a, b) and high (Fig. 4, d, e,f) concentrations aggregates are visible. They are divided into

microfloccules.

Analyzing the obtained data, we can recommend to conduct the slime flocculation at a concen-

tration of the solids close to 10 g/l (the optimal concentration) or in the concentration range of 7–30 g/l

(conditions close to optimal). The most resistant to mechanical stress floccules are formed in these con-

centrations. They retain a sufficiently high sedimentation rate.

Growth of the coarse particles content in the slime (fractions more than 40 microns) leads to

the formation of more stable flocculation structures under all concentrations. Moreover, for slimes at a

concentration ofsolids in the range of7–30 g/l (upper curves in Fig. 3) fraction share growth more than

40 microns has significant influence, when a for low (less than 7 g/l) and high (more than 30 g/l) solids

concentration there is a slight increase of the residual rate. Floccules hardening increases significantly

(by aresidual rate) at a fraction proportion of40–100 microns in the slime more than 15 %. This is clear-

ly seen in the photos of the floccules and presented in Fig. 5. Sufficiently coarse floccules are formed

with a clear outline and transparent liquid phase at a fraction proportion of40–100 microns in the slime

more than 15 % (Fig. 5, d, e, f), then with the less content ofmedium-sized particles (Fig. 5, a, b, c).
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An ability of the slime correction has a practical interest to achieve the most favorable con-

ditions for the formation ofstrong aggregates of the floccules. For example, by dilution or thicken-
ing of the slime it can adjust the solids concentration in the range of the best values (7–30 g/l). The

second way of the intensification of strong aggregates formation can be adding of coarse slime par-

ticles more than 40 microns. Compliance with the optimum ratio of the concentration and disperse

composition of the slime at the stage ofaggregate formation (slime flocculation) provides to obtain

fairly strong floccules that are resistant to mechanical influences, and to minimize the destruction

of the floccules during transportation and dehydration.
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6. Conclusions

The studies allow to formulate the following conclusions:

1. Investigation of the influence of solids concentrations show that the most stable to me-

chanical stress aggregates formed when the concentration ofsolids in the slime of 7–30 g/dm3(the
best conditions for flocculant adsorption).

2. Investigation of the influence of content of the medium-sized class (particle size 40–100 mi-

crons) showed that strongeraggregates form in the presence of the fraction of40–100 microns in the

slime more than 15 %.
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The results allow to control the process of formation of solid aggregates by correction of

the concentration and composition of the slime by dilution or adding of fraction of the solid phase
before flocculant injection.

The resulting experimental dependencies can be used to optimize the process of flocculation

and getting aggregates resistant to mechanical influences. This will control the slime treatment

process with minimal degradation of the floccules, and hence saving flocculant consumption at the

stage ofdehydration.
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Abstract

Issues on building an integrated model of the automotive product quality assessment are studied herein basing on

widely applicable methods and models ofthe quality assessment. A conceptual model ofthe automotive product quality system

meeting customer requirements has been developed. Typical characteristics of modern industrial production are an increase

in the production dynamism that determines the product properties; a continuous increase in the volume of information re-
quired for decision-making, an increased role ofknowledge and high technologies implementing absolutely new scientific and

technical ideas. To solve the problem of increasing the automotive product quality, a conceptual structural and hierarchical

model is offered to ensure its quality as a closed system with feedback between the regulatory, manufacturing, and information

modules, responsible for formation of the product quality at all stages of its life cycle. The three module model of the system

of the industrial product quality assurance is considered to be universal and to give the opportunity to explore processes ofany

complexity while solving theoretical and practical problems of the quality assessment and prediction for products for various

purposes, including automotive.

Keywords: model development, automotive product quality, technical control, automotive products, customer requirements,
product quality improvement, high-quality products.
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1. Introduction

International recognition of the country and itscredibility depend on the quality of manufac-

tured products. Therefore, all great world manufacturers pay great attention to the product quality
and, in particular, to the automotive product quality, decisively affecting formation of consumers’

preferences and competitiveness both of multinationals automobile corporations, automakers, and

automobile sales centers and service stations. Therefore, the quality management system(QMS) of

the automotive products at appropriate companies is believed to be strategically important aspect of

their operation, allowing to adapt to rapidly changing requirements of consumers and the external

market, to improve their competitiveness. So formation of effective, meeting the current require-
ments of the product QMS become urgent these days.

Currently Ukrainian product quality often seems to be unsatisfactory for some reasons, in

particular, due to the low level of the QMS implementation, directly affecting the product quality.
Therefore, in order to release competitive products, effective management systems and

quality control over released products should be developed and implemented at enterprises based

on domestic and foreign experience, which may ensure a proper level and determine the level of

development of the country’s economy in this economic sector in the world market.

As we know, issues of the product quality assessment within technical control of industrial

plants are considered to be a top priority in most countries and, in particular, the UK, Germany,
USA, and Japan [1–12].
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Quality management in the stream production like the automotive industry is considered to

be complicated because of the following reasons [1]:
– all processes at the automotive company are mandatory, since they are involved into

achievement of the main purpose of production to meet customers’ requirements (demands);
– in the production process, a product is manufactured which tangibly complete material

streams of the main logistics object, for creation of which material support is required;
– material flows always pass through transformation processes, required to meet consum-

ers, from their creation location to the point of final use;

– necessity to control the quality of production operations binding supply (inbound logis-
tics) and distribution (outbound logistics).

It should be noted that solutions in the production are characterized by strategic nature,

since they are associated with significant investments and cannot be quickly reversed. Therefore

taken decisions in production largely predetermine restrictions on decisions regarding supply and

distribution, as well as the entire supply chain.

All production operations are defined as a transformational process that uses resources:

buildings, machinery and equipment, financial resources, materials, human and information re-
sources, knowledge, and other, and with certain technologies, converts them into products. During
transformation, product qualities (properties) that meet consumers’ expectations are achieved.

2. Materials and Methods

To assess the product quality, two approaches are used, namely the quality assessment ac-

cording to standards applied at an automobile enterprise, and qualimetry methods. The first ap-

proach is based on experience, certain historical traditions in the industry, reflected in the relevant

government and industry standards for a certain type of product. The second approach is based

on modern qualimetry methods for evaluation of the product quality based on the corresponding
generalized (integrated) indicator [1].

While designing the product quality, the quality function deployment methodology is ac-

cepted as a basis using the concurrent engineering principles, where cross-function commands

are used at all stages of the product development. Each stage of the Quality Function Deployment
(QFD) process uses control stages or matrix from the initial planning stage to the production end,

representing a specific set of requirements for the product [2].

3. Experimental procedures for development of the automotive product quality assurance system

Stage 1 – Product planning: development of the quality passport – the customer’s docu-

mented requirements to the product, its warranty, competitive advantages, taking into account the

results of the study of competing cars, as well as the manufacturer’s technical capabilities to meet

the customers’ requirements; the product unified quality indicators (UQI) are formed, etc. Thus the

customer’s requirements are considered to be crucial.

Stage 2 – Product projecting and designing: product development designing – a creative

approach and innovative ideas are required when developing specifications, which are considered

the most important to satisfy the consumers’ requirements during planning.
Stage 3 – Development of production processes and technological parameters (or target

indicators): their indicators are documented, the quality target indicators of the whole system by
released products are fixed basing on the selected reference sample or an “ideal” planning model.

Stage 4 – Production process management: indicators, developed for production process

control, are used, technical maintenance and operators’ trainings are scheduled, decisions on pro-
cesses of the greatest risks and on defect prevention are made.

For example, the developments ofresearch companies Hui Zhou and YiQiu Human Factors

Research Unit allow to plan a comfortable driving basing on the mathematical model of the car dy-
namic system that can be a very useful tool for the developers involved into the car design at stage 2

of its conceptual design. Also, as a result of the own researches, this company has developed a

simple mathematical model to determine the vibration influence on the car and driving quality that

is believed to be crucial to its performance characteristics and consumer properties [3].
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Another very important problem of the automotive industry is to reveal and eliminate de-

fects because “ignoring defects may result in serious consequences for the business organization”
[4–8]. It is currently quite difficultto take into consideration complexity, time and cost of surveil-

lance and prediction of the car quality. To meet the high quality and reliability requirements, the

car manufacturers put considerable efforts aimed at software development for its verification and

validation. Testing with software is an important part of ensuring proper functioning and reliability
of all car systems. At the same time, such testing is also considered to be resource-intensive activ-
ity, accounting for 50 % of the total costs of the appropriate verification and validation [9], to have

a good test strategy with the proper software is essential for any industry.
The algorithm of the product designing meet customers’ requirements is given in Fig. 1.

In accordance with the algorithm, first, requirements to the test product quality, expressed

freely by consumers, are determined. Then, these requirements are transformed into qualitative
characteristics (properties). Later most informative quantitative indicators (physical quantities) are

selected by each property by assigning them the appropriate status.

In order to increase the product quality, the following principles should be considered [10]:
– focus upon demands ofconsumers of its market segment, studying ofautomotive products

consumers’ preferences via the Internet, including by 24 hour online opinion polls;
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– continuous improvement of the production and activity associated with quality;
– continuous improvement of the competence of the organization’s personnel;
– quality assurance at all stages of the product life cycle;
– involvement of all personnel into solving quality problems.
Upon analyzing previous researches in this area, we can point at several aspects of the prod-

uct quality assurance [11]:
1. Quality control – in some quality control systems, manufactured products are checked

and tested by random sampling and all rejected samples are reported.
2. Quality assurance – includesboth quality control and high performance, provided mainly

by high-quality tools and equipment.
A control chart is used as a statistical control over the production process, which allows to

see whether the production process runs according to the plan or the executed work quality does

not meet the standards. At the same time, concern for the quality is embodied in the concept of the

quality management as a whole – a kind ofphilosophy ofmanagement that puts quality at the center

of the company operation being an existence point [12].
An increase in the production process dynamism is considered to be typical features of the

modern industrial production determining the product properties; a continuous increase in the

volume of information required for decision-making, an increase in the role ofknowledge and high
technologies implementing absolutely new scientific and technical ideas.

The modern industrial production is characterized by multi-functionality, hierarchy and

complexity of the internal structure, resulting in growth of intellectualization of production pro-

cesses, the need for information and integrative approaches to establish relationships between the

individual processes of the quality management systems at different stages of the product life cycle.
Under these circumstances, the role of the information support to ensure product quality grows,

efficiency ofproduction processes and management increases by ordering and synchronization of

information flows between the enterprise’s structural and functional elements. Information support
of production processes solves issues on document circulation, harmonization and acceleration of

cooperation of enterprise’s divisions and partners, selection and systematization of enterprise’s

performance to determine corrective actions aimed at elimination and prevention of inconsisten-

cies, and as a result, leads to increased competitiveness.
Modern requirements for information support at all stages of the product life cycle necessi-

tate to apply intelligent decision support systems (IDSS).
Considering the complexity and multiparametricity ofproducts and processes of the modern

industrial production, the intelligent decision support systems should meet the following system

requirements:
– openness and adaptability;
– hierarchy and ordering at each level;
– intellectualization (ability to select an appropriate algorithm for operation and information pro-

cessing according to the change in management tasks, incoming effects and resources available);
– use of modern means of measuring technique, which provide simultaneous execution of

measuring and processing ofmultidimensional information;

– providing analysis of incomplete, inaccurate and contradictory information; ability to an-

alyze indicators of certain characteristics of products and processes (spot estimation) and their

aggregates; compression (aggregation) of multi-dimensional information for the transition from a

large number ofparameters to their generalized estimation; diagnostics, control, recognition of dif-

ferent parameters considering their changes over time and in a multidimensional space of different

scales; registration, conversion, and interpretation of large amounts of information;
– ability to solve insufficiently formalized, unstructured problems in incomplete and un-

clear criteria for decision-making.

4. Results of the research of the automotive product quality assurance

To solve the problems of increasing the automotive products quality, the conceptual struc-

tural and hierarchical model ofquality assurance system is offered as a closed system of feedback
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between the regulatory, production, and information modules, responsible for the product quality
at all stages of its life cycle. The scheme of this model is shown in Fig. 2.

The regulatory module includes documents of the quality management system regulating

organizational and managerial procedures. Thus, each quality level is linked to the production
module and appropriate levels of the information module by feedback through information flows,

creating an information three-level model ofan industrial enterprise.
The production module is a functional unit of transformation of incoming resources into

outputs, regulating processes of formation ofproduct quality at the stage oftheir manufacture.

The information module consists of three levels of intelligent systems of decision support
that form hierarchical relationship of the information systems, namely:

1st level – collection, analysis, storage, transfer and presentation of the information at all

stages of the life cycle;
2ndlevel – support of project and management decisions by analytical procedures to obtain

forecasts and scenarios of the production processes development, optimization of production pa-
rameters with technologies and tools, data analysis;

3rd level – decision making – the highest level ofprocess control by the enterprise’s top man-
agement according to the set goals and QMS policy.

At the same time, the information module provides the organizational and technical system

functioning associated with the necessity of operational analysis of large volumes of quantitative
and qualitative information in solving unstructured problems that require computer and software

tools ofmodeling, forecasting, and systematization of information on the basis ofapplied statistical

methods, CALS technology, fuzzy logic, neural networks, Data Mining techniques [13].
These technologies and tools make a basis for intelligent decision support systems and are

used to assess and predict the product quality, to improve the efficiency of multi-dimensional in-

formation processing during preventive and corrective actions in the quality management system.
The three modular model of the industrial product quality assurance system is universal

and gives the opportunity to study processes of any complexity in solving theoretical and practical

problems of assessment and prediction of the product quality for various purposes, including au-

tomotive one.
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Automobile enterprises’ operation represents a complex of interrelated factors – people,

technique, technology, acting as a single unit with the effective functioning of the technical ser-

vices. The term “technology” refers to combination of experience, knowledge, skills, materials,
machines, tools and equipment, used in production. The developed scheme of interaction between

technical, social, and environment of the automobile enterprise is given in Fig. 3.

Physical and natural resources are limited in any production activity. So, they should be

used to provide base for long-term development (almost endless). This means ensuring inexhaust-

ible sources in the development process at planning its intensity growth.
While the product quality is planned to be improved, the enterprise should be considered to

have sustainable economic development. This is associated with certain expenses for the product
quality different for each industry and enterprise depending on their level.

We would like to present the updated production model ofeconomic subjects, adapted to au-

tomotive enterprises, associated with modern concepts of the sustainable economic development.
It differs from existing [14] by adding new components (D, A, S) in the cost price:

C V D E A P O S,ξ = + + + + + + + (1)

where ξ – indicator of the market price for products or services; C – cost of material resources,

V – cost of labor, D – value of energy resources, E – cost ofwaste and emission disposal, A – value

of assets, P – profit, O – taxes and charges, S – social protection at the enterprise.
The index of the enterprise’s sustainable development, consisting of various economic en-

tities subject to the enterprise’s general policy, but with own operational independence, can be

determined by the following formula:

1
Iesd jKE,

m

= Σψ (2)

where j = 1, 2,..., m, m – the number of economic entities in one enterprise;
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Fig. 3. System of interaction ofhuman-machine-environment of the automobile enterprise:
S&V – system and vehicles (cars) at service centers; X – factors providing operation (manpower,

fuel, oil); Z – factors characterizing the reliability indicators (operating conditions, service

personnel qualification, and so on); Q – factors, characterizing the internal state; Y – technical

condition of the equipment and basic characteristics of their reliability indicators;
MMCR – management methods, level of the car reliability; RS – repair system; RM – repairing
materials; TMR – technical maintenance and repair; MS – maintenance supply; P – personnel;

TS – technical support; RO – repair operations
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K

Et Eb1

E

−

= ∑
n Ec

i

,

the average coefficient of growth /progress for each subject; i=1, 2,...n, n – the number of indicators

of the subject, Eti – the current index of the i subject, Ebі – the benchmark for the i subject, Eсі – the

target indicator of the i subject, Ψj – coefficients wt (actual model error) for the subjects.
Proceeding from sustainable enterprise’s development, and importance of the product qual-

ity, we have the following relation

j 1 2
..... m1.Σψ=ψ + ψ + + ψ = (3)

For the practical model realization, MS Excel 2010 spreadsheets have been developed, with

specific values for individual components of the formula (1): ξ, C, V, D, A, E, O, S.

Tables for “ACCO Motors”, with filled values for individual input components, are listed

below. “ACCO Motors” is an official “Mazda” dealer. The company is involved into sales of new

cars, warranty and maintenance of cars, sale of original spare parts, accessories, car care. Table 1

shows the calculations.

An algorithm of estimation of changes in stability indicators was obtained basing on MS

Excel. It covers two hierarchical levels:

Ist level – assessment of progress in sustainable development of the enterprise as a whole;
IInd level – assessment of progress in sustainable development of individual entities (divi-

sions) of the enterprise.
To evaluate changes in sustainable development of the enterprise as a whole (Ist level), the

changes in its individual subjects should be evaluated first. Assessment is based on general catego-

ry expenses – “economic”, “environmental” and “social” (shopping area of each subject obtained

for certain time period, the category contains n number of indicators to be assessed).
Correction coefficient KEJby each indicator is defined as the difference between the current

indicator and its base indicator. Base expenses Eb may differ from indicators of target expenses

Ec. Each type of expense Ec should be indicated desired (expected) target indicator (“decrease” or

“increase”) regarding its baseline value (Eb).

Depending on the ratio of the planned values for this indicator, the following assessment

may imply:
− Ei>0 – positive change in the indicator regarding the base cost;

− KEi=0 – the indicator amendment regarding the base cost is not taken into account;
− KEi<0 – negative change in the indicator regarding the base cost;
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Table 1

MS Excel spreadsheet for data input to assess “ACCO Motors” contains approximate component values

N Expenses
Optimization

direction

Base indicator

Eb

Objective indicator

Ec

Current indicator

Et

Economic indicator Ei

1 The cost of material resources decrease 18000 15000 16000

2 The cost of labor invested decrease 14000 10000 13400

3 The cost of fuel and energy resources decrease 5000 2000 4000

Environmental indicator Ei

4 The cost of waste disposal and emissions decrease 5000 2500 4000

5 The cost ofthe assets decrease 3000 2000 2000

Social indicator Si

6 The cost of taxes and fees decrease 15000 10000 10000

7
The cost of expenses for

social protection of the society
increase 6000 8000 7000



Since the assessment of the progress of individual car sales centers and large auto corpora-

tions is a process recurrent in time, using the MS VBA capabilities, macro is designed, integrated
in the tables of Istand IInd level of MS Excel.

Through it, a new “Worksheet” created as a copy of the previous estimation is added in a

“Workbook” for each object of each next period of estimations.

For each subsequent estimation (Worksheet), indicators of current expenses (Eci) are to be set

as the base costs (Eb) for the next period. In the early period, the estimation teamrepresent new target
indicators for expenses (Eti), and at the end, the actual expenses (Ec) for the previous period are to be

set; numeric data estimationsand graphic data representation in the chart are automatically updated.
Thus, the accumulated data for individual subjects, and for the whole enterprise make it

possible to monitor change rates, stability and profit indicators, formed at its divisions and at the

enterprise for long prior periods, as well as to predict their behavior in future.

Continuous evolution of changes at the automobile enterprise leads to effective solutions

both at the strategic and tactical, and operational levels [15, 16].

5. Discussion of the investigated issue

The introduction of new models oforganization ofmaintenance and repair, compliance with

car manufacturers’ policy and customers’ requirements creates the need in the information system
for processing large amounts of information in a short time.

The practical use of the model at the information level provides a solution to quality assess-

ment problems during development, production control and product testing, evaluation ofcompeti-
tiveness and confirmation of the product compliance with quality requirements, development of the

QMS and control systems of metrological reliability. Thus, the model takes into account the need

for the design and development of theoretical approaches regarding the provision of guaranteed

quality assessment and multivariate prediction of quality indicators, comprehensive assessment of

the product quality at all stages of the life cycle, considering the basic scientific principles of stan-

dardization – optimality, flexibility, regularity, dynamics, system, and complexity.
The conceptual model of the quality assurance system for automotive products is imple-

mented for structural and functional modeling of the quality management system. The developed
model is an as-is model. It reflects the existing structure and interconnections of the quality assur-
ance system at the life-cycle stages, and according to the principles of the structural analysis and

hierarchical ordering determines the order of the system research, which begins with its general
description (formalization), then detailing (decomposition), acquiring a hierarchical structure with

a large number of levels. This makes it possible to improve the system by various criteria by build-

ing simulation to-be models and to determine ways ofrationalization of the structuresof the quality

management system processes, and relationships between them [17–20].
The model determines the structure of the material and information flows between function-

al blocks of the management system considering constraints of available resources and regulatory
documentation. The built model of the quality management system can be used for solution of

analytical and prognostic problems ofproject and management decisions during the product devel-

opment, manufacture, and operation at all stages of the life cycle.

6. Conclusions

Production of high quality products provides great advantages and prospects, in particular
in reducing production costs, expenses at working with reclamations, defects elimination, and, net

income growth, domestic market expansion and entry into the international market. Therefore, un-
til entrepreneurs understand the urgent need to ensure the quality of their products, they will keep

losing their potential income and market share.

Namely, the state and enterprises’ top-management together with the shareholders should

create all necessaryconditions to increase the quality and competitiveness of the national products,
sustainable economic development, to improve conditions and living standards, and others.

The developed integrated scheme of evaluation of the information support, quality automo-

tive products as a closed loop with feedback between the regulatory, manufacturing, and informa-
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tion modules of the production makes it possible to improve the product quality while reducing eco-

nomic expenses. The practical use ofthis model provides the scientific principles ofstandardization

in solving problems of the product quality control using intelligent systems of decision support.
The conceptual scheme of automotive product quality assurance is implemented for struc-

tural and functional modeling of the quality management system. Based on the SADT methodolo-

gy and IDЕF0 standards, taking into account the principles of the system, the process approaches,
structural analysis, system model is developed that can be used to solve analytical and prognostic

problems ofproject and management decisions in the design, manufacture and operation of auto-

motive products at all stages oftheir life cycle.
Thus, this research can be used for assessment of the automotive product quality. The author

is planning to develop a method of the automotive product quality assessment.
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Abstract

Chitosan is a cationic polymer derived by deacetylation of chitin obtained from crustaceans. Biodegradable and mu-

coadhesion properties of chitosan have recently led to increasing the interest. Chitosan can be used as raw material for the

manufacture of films, membranes and fibers, in such branches as medicine, agriculture, veterinary medicine, biotechnology,
cosmetics and pulp, and paper industry. Previously it was investigated that in Aspergillus Niger cell wall constituents, chitin

comprises of 42 % and also researchers confirmed that the chitosan content of fungi depends on fungal strains, mycelial age,

cultivation medium and conditions [1]. In the paper the results of the study of physical and chemical properties of obtained

samples of chitosan are shown. The influence of initial parameters of the process on the quality of chitosan is investigated. Use

of the biomass to produce chitosan on the basis of the developed methodology is shown. It is found that the resulting chitosan

is characterized by low values of ash content, moisture content and the value is within 75–82 %. A further development of

the scientific basis for the creation of an efficient, competitive and environmentally safe technologies for utilization mycelial
biomass of the fungus Aspergillus Niger with the production of a valuable product is chitosan, which is in contrast to the

known allows to reduce production costs by 10–80 % (by using not concentrated solutions of chemicals and low temperature

process. This leads to reducing the cost of reagents and electricity. The calculation was performed on indicators such as net

present value, internal rate of return and payback period.) The use of the developed technological schemes in practice allows

utilization of mycelial waste with the aim ofobtaining from them valuable product ofchitosan, and to ensure the improvement

of ecological situation in the region.

Keywords: chitosan, filamentous waste, processing technology, recycling, Aspergillus Niger.
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1. Introduction

Environmental studies that were conducted in the last decades in many countries and in

Ukraine showed that the increasing devastating impact of anthropogenic factors on the environ-

ment leads to the brink of crisis [2–4] Among the various components of the environmental crisis

(depletion of raw material resources, lack of clean fresh water, possible climate catastrophe) is the

most threatening, took the problem ofpollution of irreplaceable natural resources – air, water and

soil waste management industry. Waste water is generated in the production process, which differs

in their physical properties, chemical composition and degree of contamination, and environmen-

tally hazardous wastes that are stored in the fields of filtration and adversely affect the ecological
safety of the regions.

Academic interest to chitin, chitosan and chitin-containing compounds increased last years.

Chitosan is mainly obtained by deacetylation of chitin (poly-β-(1,4) acetylglucosamine) obtained

from wastes of the sea-food industry (crab and shrimp shells and squid pens) and presents all the

advantages ofa low-cost renewable raw material. Chitosan is an effective sorbent for metal species.
Chitosan can be used as raw material for the manufacture of films, membranes and fibers in such

fields as medicine, agriculture, veterinary medicine, biotechnology, cosmetics and pulp and paper

industry [5–8]. According to the analysis of literary sources revealed that one of the cheapest sourc-

es of chitin can be the mycelium of mold fungus Aspergillus Niger. Currently existing methods of

removal of chitin and chitosan from waste mycelia of the fungus Aspergillus Niger based on the

use of concentrated solutions of acids and alkalis (30–50 %) and a large amount of solvents [9–13].
In this regard, the actual problem is a modification of known methods for the isolation of mycelial
chitosan from waste using available and inexpensive reagents.
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2. Materials and Methods

The first appropriate step was to conduct physical and chemical studies of the mycelial
biomass of fungus Aspergillus Niger – waste biotechnological production of citric acid. For exper-

imental studies with the purpose of properties comparison, samples of biomass were taken from

different fermentors after a complete cycle of fermentation. The cultivation ofbiomass was carried

out by submerged fermentation on beet molasses under virtually the same conditions. Obtained

experimental data are given in Table 1, further confirmed the already known fact that the chemi-
cal composition of biomass and its characteristics are significantly influenced by the conditions of

fermentation ofthe fungus Aspergillus Niger.

It is established that the biomass, which were obtained in strictcompliance with technology
of deep fermentation of the fungus Aspergillus Niger on beet molasses (biomass № 4–6), in its

composition contain about 20 % of chitin in the form chitin-containing complexes. For biomass,
selected from fermentor, a breach of the conditions of the technological regime, that is, when there

is insufficient aeration, low temperature, poor quality of the underlying molasses (samples № 1–3
respectively), characterized by the increase in the number of chitin to 22 %.

The increase of the amount of chitin complexes in biomass can be regarded as a re-

sponse of the fungus to adverse environmental conditions and protects cells from their actions

with these sustainable complex biopolymers. A consequence of the low quality of the source

beet molasses, which is the presence in its composition of a significant amount of mineral salts,
there are higher values of ash content of the mycelial waste. Partial extraction of soluble salts

from the biomass and reduce of its ash content contributes to pre-washed thoroughly with wa-

ter (biomass № 4, 6). An important task that was set when the method of producing chitosan,
was the choice of optimal conditions of processing mycelial waste with the aim of obtaining
a product with a stable chemical composition regardless of the quality of waste mycelia of the

fungus Aspergillus Niger.
Method for isolation ofchitosan from waste Aspergillus Niger consists of the following steps:
1. Diacetylguanine chitosan 37 % solution ofNaOH at t=110 °C for 7 hours.

2. Cooling the mix and a thorough rinsing with distilled water to pH=12,5, filtering the

mixture.

3. Extraction of chitosan from the precipitate by acetate acid.

4. The deposition of chitosan solution of NaOH, rinsing the precipitate with distilled water

followed by filtration and drying the precipitate.
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Тable  1

Characteristics ofmycelial waste of the fungus Aspergillus Niger

Sample of biomass* Ash content, % Humidity, %

Сontent,  %

рН
Fats Proteins ChCS** AOM***

1 10,5 70 1,65 18,5 22,5 58,4 3,6

2 10,0 70 1,64 18,2 23,0 58,2 3,6

3 9,0 74 1,62 18,7 22,0 57,7 3,4

4 8,2 72 2,34 14,6 19,5 61,6 3,7

5 8,6 72 2,35 14,4 20,8 62,5 3,6

6 8,0 75 2,30 15,0 20,0 62,7 3,6

Note:
*

– samples of biomass were selected from different fermentors;
**

– chitin-containing complexes;
***

– accompanying

organic matter



During the study of physicochemical characteristics of chitosan it is determined (test setup
of the physical and chemical characteristicswas determined empirically):

1. The product yield according to the formula:

m

W 100 %,
m

= ⋅ (1)
o

where m – the weight ofchitosan, g; m0– the weight of the portion of the original biomass, g.

2. Ash content – combustion ofthe sample of chitosan for 2 hours at t=800 °C.

3. The moisture content ofchitosan was determined according to the difference of the mass-

es of the original sample (1 g) and dried for one hour at t=110 °C.

4. The calculations were carried out according to the formula:

g g
W 100 %,

g

−
= ⋅ (2)1 2

H O
2

1

where g1, g2– the mass ofwet and dried chitosan, accordingly, g.

5. The pH of the aqueous extract was determined after three minute boil chitosan sample
weighing 5 g in 50 of distilled water followed by filtration of the suspension through a paper filter and

cooled. The pH measurements were carried out on a universal odometer «Ecotest-2000» (Russia).
6. The degree of swelling were determined by soaking 4 g of chitosan in distilled water

during the day with fixing the initial and final volumes. The calculation was performed according
to the formula:

−
= (3)S

V V

n

n o

m

,

where Sn– the degree of swelling, ml/g; V0та Vn – volumes ofdry and swollen sample, accordingly, cm3;
m – the dry weight of the sample, g.

7. Water holding capacity was determined by soaking the sample chitosan weight of 2 g in

distilled water for 20 hours, followed by filtration and centrifugation for 10 minute at a speed of

4000 rpm. The chitosan was dried to constant weight at 105 °C. The calculation was performed
according to the formula:

−
= ⋅ (4)

(m m )
WHC 100 %,

m

1 0

1

where WHC – water holding capacity, %; m1 and m0– the mass of the sample before and after

drying.
8. Diacetylguanine degree (DD), which characterizes the degree of conversion of chitin to chi-

tosan, was determined by several methods: photocolorimetric, potentiometric and IR spectroscopy.
The photocolorimetric method is based on the interaction of chitosan amino groups with

a pigment ninhydrin. To construct the calibration curve, solutions of result standardized chitosan

with DD=40 % acetic acid were prepared with the addition of a phosphate buffer mixture and nin-
hydrin. The optical density was measured on photocolorimeter KFK-2 MP (Russia) at a wavelength
of 400 nm. Degree diacetylguanine calculated by the formula:

m

DD 100 %.
m 10

= ⋅

⋅

x

3 (5)

Potentiometric method consists on the construction oftitration curves. Titration curves were

obtained by titration with alkali solution of chitosan with chloride acid. Weighed 0,2 g of chitosan

was dissolved under stirring on a magnetic stirrer (ММ-5, Russia) for 1 hour. The resulting solution
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was titrated with 0,03 N solution ofsodium hydroxide to a pH of about 11. On the calibration chart,
the first leap on the titration curve corresponds to an excess of hydrochloric acid, and the second –
concentration of amino groups in chitosan Nawaz.

For spectral studies, the samples of chitosan were tableted by compacting highly dispersed
sample with KBr with a ratio of 1 mg:70 mg. Tablets are pressed under the pressure of 10 MPa.

Preparation of thus samples gave the opportunity to obtain spectra in the region 4000–400 cm-1. IR

spectra were recorded by using a Fourier spectrometer Perkin Elmer SpectrumOne (USA).

3. The results and analysis of waste mycelia and chitosan

An important task that was set when the method of producing chitosan, was the choice of

optimal conditions of processing mycelial waste with the aim of obtaining a product with a stable

chemical composition regardless of the quality of waste mycelia of the fungus Aspergillus Niger.

Samples of chitosan were obtained by changing conditions of the technological process

(Table 2). In Table 3 presents the physico-chemical characteristics of produced chitosan.

Analysis of the data given in Table 2, 3 showed that all the samples of chitosan are char-

acterized by a low value of ash content and humidity value is in the range of 75–82 %. The yield
of chitosan is not stable, and in our opinion, its value is affected by the process temperature and

the concentration ofNaOH used for reaction diacetylguanine. DD of chitosan ranges from 23 % to

(2017), «EUREKA: Physics and Engineering»
Number 1

Reports on research

projects

Chemical Engineering

33

Table 2

The conditions of the production process

№ W(NaOH), % Temperature, °С
The duration of

the process, hours

The amount

extractions of chitosan

The duration of

each extraction, min

1 37 110 7 3 30

2 37 110 3 3 30

3 40 110 7 3 10

4 45 110 7 1 100

5 37 110 7 1 80

6 45 110 7 1 80

7 42 120 7 1,5 100

8 40 110 7 1 100

Table 3

Physico-chemical characteristics of obtained chitosan

№ Ash content, %
The moisture

content, %
рН

The degree of

swelling, ml/g
WHC, % The product yield, % DD, %

1 2,585 75 5,2 0,68 76 3,00 23,0

2 2,585 80 5,2 0,60 80 4,97 67,4

3 2,585 82 5,2 0,54 82 26,25 51,3

4 2,585 88 5,2 0,48 86 12,50 71,6

5 2,585 75 5,2 0,676 72 4,35 82,0

6 2,585 75 5,2 0,60 70 3,45 75,0

7 2,585 80 5,2 0,61 82 3,00 78,6

8 2,585 82 5,2 0,546 85 5,80 69,6



80 %. In our opinion, the most favorable condition for obtaining chitosan in the production process

is number 5 (Table 2), which allows to obtain chitosan with high value of degree diacetylguanine –
82 % (Table 3).

An important parameter for chitosan, which determines its physico-chemical properties, is

DD, which reflects the degree of substitution of acetyl groups on the amino group in the molecule

aminopolysaccharide. Classical methods for determining the DD ofchitosan in the solution is pho-
tometry and conductometry – conductometric direct titration of acids, however, for chitosan, in

mostcases, using back titration with alkali, as the direct titration ofchitosan is longer. The content

of chitosan by the photometric method was determined by calibration line, and the corresponding
formula calculates the degree diacetylguanine for the studied samples (Fig. 1).

When conductometric titration according to the obtained data, the curves ofconductometric

titration were built (Fig. 2). The calculations were carried out according to prescribed formulas.

The results of the calculations are given in Table 4.

The degree of conversion of chitin to chitosan in the cell wall of the fungus Aspergillus
Niger (sample № 5) was measured by method of IR-spectroscopy.

As can be seen from Fig. 3, the spectrum of the chitosan sample obtained in accordance with

the flowcharts (if use the solution ofNaOH for processing mycelial waste) in the region 1500–1700 cm
-1
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Fig. 2. The curves of conductometric titration of chitin-containing complexes (1) and chitosan (2)

Fig. 1. Absorption spectrum of chitosan solutions. The mass ofchitosan in the solution:

1 – 20 mg; 2 – 15 mg; 3 – 10 mg; 4 – 5 mg
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manifested intense absorption bands characteristic of chitin with highs 1540 cm-1(amide II),
1640 and 1620 cm-1(amide I). The group of absorption bands of medium intensity in the re-

gion 1000–1200 cm-1can be assigned to vibrations of C-O bonds in ether groups. An intense

absorption band at 1320 cm-1corresponds to the vibration of C-H groups. The broad absorp-
tion band from 2800 to 3600 cm

-1 with a maximum of 3450 cm
-1 indicates the presence of a

valence O-H vibration, excited by hydrogen bonds.

According to the literature data, absorption bands in the region 2800–3100 cm-1 with maxima

2830 and 2920 cm-1 characterize the stretching symmetric and asymmetric vibrations of C-H groups,

and a maximum of3050 cm
-1 corresponds to the vibration ofN-H. In the region 500–900 cm

-1 observed

group ofbands that can reliably be attributed to the skeletal vibrations ofpolysaccharide cycles [14].
When comparing the properties of the obtained samples of chitosan obtained according to

the proposed method, it was found that in the IR spectra of all samples of differences practically is

not observed. The main difference in the spectra is the decrease in the intensity and halfwidth of

the band of C-H stretching vibrations in the region of 2920 cm-1 with increasing concentration of

alkaline solutions.

Such change, in our opinion, is due to the increase of order and decrease of branching of

the polysaccharide molecules. The increase in branching of the molecules leads to the additional

formation ofhydrogen bonds with an energy that causes additional spreading of the strip. It might
increase and the intensity of the band due to Fermi resonance, which is characteristic for oxy-

gen-containing molecules.

Thus, the analysis of the IR spectra of chitosan further confirmed that when the concen-

tration of the alkaline solutions, which are used for processing mycelial waste, there is a tendency
to increase of ordering in the structure that might disrupt its fibrous structure and have a negative

impact on sorption properties.
As can be seen from Fig. 3, the intensity ofcharacteristic bands 1640 and 1620 cm

-1 increas-
es, which is a proofof the high degree deacetylase complexes. We also made sure that the formation

of chitosan into the structure of the complexes when the reaction is carried out, diacetylguanine is

characterized by spectral changes in the region 1500–1700 cm-1.

Technological scheme ofchitosan production from waste mycelia (Fig. 4) was proposed on

the basis of the methods of disposal of the waste. A preformed solution of sodium hydroxide with

the reagent plant supplied to the mixer 1, which is also in the pipeline, is mycelia biomass. This

mixer is heated with saturated steam to a temperature of 115 °C. Concentration of the mixture in

the apparatus should be 40 %. The mixing process is carried out for 7 hours. Thereafter, the result-

ing slurry is fed to a drum vacuum filter 2, where the separation of the alkaline solution and the
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Table 4

The results determine the degree of diacetylguanine (DD) solution of chitosan photometric and

conductometric methods

Samples of chitosan

DD, %

photometric methods conductometric methods

1 24,0 25,2

2 67,5 67,3

3 51,9 52,5

4 72,0 73,2

5 82,0 81,8

6 75,4 76,6

7 77,8 79,0

8 70,1 70,5



precipitate. The pressure in the apparatus is about 0,085 MPa. After filtering the alkaline solution

is given for recycling, and obtained sludge is supplied to the mixer 3, where a solution of acetic

acid is supplied over pipeline fromreagent production unit. Here is extraction of chitosan from the

resulting precipitate within a specified time, after which the mixture is fed to the drum vacuum

filter 4, where the separation of the precipitate from the filtrate. The resulting precipitate going to

disposal and the filtrate is supplied to the mixer 5, where in the pipeline is a sodium hydroxide solu-

tion to precipitate the chitosan. After deposition ofchitosan, the suspension flows into the sump 6.

Clarified water is recycled, and the resulting precipitate was fed to the centrifuge 7 dewatering,
after which it is sent to the mixer 8 where it is washed with distilled water to pH close to neutral.

Then re-centrifugations had done in the apparatus 9. Drying of the precipitate (chitosan) occurs in

a drum dryer 10, and the resulting chitosan enters the container.

The cost of the project will depend on production capacity (tones/year), the selected techno-

logical scheme, technological equipment, buildings, communications, etc.

4. Conclusions

The possibility ofrecycling and secondary use of large mycelial biomass of the fungus As-

pergillus Niger in various consumer goods to minimize its negative impact on the environment is

theoretically substantiated and experimentally proved.
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Fig. 4. Technological scheme ofproduction ofchitosan from mycelial biomass: 1 – contact

apparatus; 2, 4 – drum vacuum filter; 3, 5, 8 – mixer; 6 – sump; 7, 9 –centrifuge; 10 – drum dryer

Fig. 3. IR spectra ofchitosan obtained by the extraction method (V example)
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Using technology developed by the scheme in practice will recycling mycelial biomass of

the fungus Aspergillus Niger, industrial reduce pressure on the environment, ensure improvement
of ecological situation in the region and will provide a valuable product – chitosan.

The resulting secondary raw materials – chitosan – can be used for the production offilms,
membranes and fibers in areas such as medicine, agriculture, veterinary science, biotechnology,
food, perfumes and cosmetics, pulp and paper industry.

Energy-saving process of obtaining valuable aminopolysaccharide-chitosan from biomass

of fungus is developed Aspergillus Niger – waste ofproduction of citric acid including the process

of chemical treatment with alkali solution followed by heat treatment and extraction. The techno-
logical scheme of obtaining chitosan from mycelial biomass was created. Analysis of experimen-
tal samples showed that the quality is not inferior to chitosan obtained according to the classical

scheme, but for DD, even surpasses them.

Studied impact ofprocesses of alkaline processing of mycelial waste on the morphological
structureofchitosan is shown that use ofalkaline solutions with a high concentration of the product
is characterized by a low value of the purity of the product.

It is planned to continue research towards chitosan and zeolite-based sorbents for sewage

treatment from ions ofheavy metals.
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Abstract

The modern geodetic equipment allows observations as soon as possible, providing high accuracy and productivity. Achiev-

ing high accuracy ofmeasurement is impossible without taking into account external factors that create influence on an observation

object. Therefore, in order to evaluate an influence of thermal displacement on the results of geodetic monitoring a mathematical

model ofhorizontal displacement of above-ground pipelines was theoretically grounded and built. In this paper we used data of ex-

perimental studies on the existing pipelines “Soyuz” and “Urengoy-Pomary-Uzhgorod”. Above-groundpipeline was considered as

a dynamic system “building-environment”. Based on the characteristics of dynamic systems the correlation between the factors of

thermal influence and horizontal displacement ofthe pipeline axis was defined.

Establishing patterns between input factors and output response of the object can be useful not only for geodetic control, but

also for their consideration in the design of new objects. It was investigated that the greatest influence on the accuracy of geodetic
observations can create dispersion ofhigh-frequency oscillations caused by daily thermal displacement. The magnitude of displace-
ment exceeds actual measurement error.

The article presents the results of calculation of high-frequency oscillations ofabove-ground gas pipeline.
The result made itpossible to substantiate the accuracy and methodology ofgeodetic observations ofthe horizontal displace-

ment of pipeline axes taking into account an influence of cyclical thermal displacement.
Research results were recommended for use inpractice for enterprises that serve the main gas pipelines and successfully test-

ed by specialists of PJSC “Ukrtransgaz” (Kharkiv, Ukraine) during the technical state control of aerial pipeline crossing in Ukraine

and also can be used to form the relevant regulations.
Keywords: above-ground pipeline, thermal displacement, dynamic model, geodetic control.

DOI: 10.21303/2461-4262.2017.00274 © Denys Kukhtar

1. Introduction

Among the most important scientific and technical problems of the XXI century [1] is the

problem ofevaluation of the technical condition and the continuation of safe operation ofpotential-
ly dangerous objects. Among them there are main gas pipelines, most ofwhich worked more than

half of their life project. According to the “Rules of technical operation ofmain gas pipelines” [2],
observation complex of above-ground pipelines (Fig. 1) includes the works to determine the spatial

position of the pipeline axis by geodetic methods. Stress-strain state and evaluation of the bearing
capacity of the pipeline are calculated on this basis.
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Fig. 1. Aerial “Urengoy-Pomary-Uzhgorod” gas pipeline crossing above

Bystrytsia Solotvynska River (Ukraine)
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One of the main tasks ofgeodetic science and practice during the construction of buildings,
installation of process equipment and control of the technical condition of the objects in the opera-

tion is to establish the required measurement accuracy [3, 4]. The required accuracy is the amount

of acceptable error in determining displacement relating to stable point, which is considered as the

original. To select the optimal methods ofcontrol ofabove-ground pipeline location and equipment
for these works we must fulfill a priori accuracy calculation of geodetic observations.

The results of geodetic observations of deformations of any buildings integrate the patterns
of complex interaction of“building-environment.” The establishment of such patterns may be use-

ful not only for geodetic control, but also for their consideration in the design of new buildings.
“Environment” subsystem includes short-time loads ofnon-load influence factors. These include:

changes in ambient temperature, atmospheric and soil moisture, solar radiation. The processes

of changing temperatures and horizontal pipeline displacement have a harmonious character.

High-frequency daily oscillations and the main harmonic, which is seasonal, are occurred.

The main influence on the accuracy of observations will create dispersion ofhigh-frequency
oscillations that can exceed actual measurement errors.

Ukrainian and foreign regulations [2, 5] lack any requirements for appointment of observa-
tional accuracy for planned and high-altitude displacements ofabove-ground pipelines. Therefore,
the line-maintenance services, serving the main gas pipelines, require to determine the plan posi-
tion of the pipeline axes with maximum accuracy. The problem of observation accuracy justifica-
tion ofhigh-altitude displacement is discussed in detail in [6].

The aim is to develop a mathematical model of horizontal displacement of above-ground

pipeline axis to evaluate the influence ofhigh-frequency oscillations on the results of geodetic ob-

servations. To achieve this aim it is necessary to solve the following problems:
1. To set the ratio between input factors (factors of thermal influence) and initial reaction of the

building (horizontal displacement of the pipeline) based on the characteristics of dynamic systems.
2. To prove the methodology and accuracy of observation of horizontal displacements of

above-ground pipelines in view ofhigh-frequency oscillations caused by thermal influence factors.

2. Materials and methods of research

High accuracy of observations of the horizontal displacement ofpipeline axes is impossible
without the influence of cyclic thermal displacement. Depending on changes in air temperature,

position of the pipeline axis, during the day, varies 10 mm or more [7]. The difference between
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Fig. 2. Schematic representation of pipeline displacement under changing temperature conditions:

a – daily harmonic; b – seasonal harmonic
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the surface temperature of the pipe on the sunny and shady sides creates additional tension in the

pipeline [8, 9], the result of which is also a horizontal shift of the pipes.
The author’s experimental researches of cyclic thermal displacement on operating pipelines

“Soyuz” and “Urengoy-Pomary-Uzhgorod” confirm the effect of ambient temperature on the pipeline.
Period of maximum amplitude of daily changes in air temperature was chosen. In the foothills of the

Carpathian Mountains (Western Ukraine) this period is in June. During observations were recorded: air

temperature t, the temperature difference ofsolar and shadow sides of the pipe ΔT within the reference

section and horizontal displacement S. Diameter of investigated area – 1420 mm. The temperature of the

pipe was determinedusing a portable pyrometer with an accuracy within 0,1 °C. Within 13 hours there

were 41 series ofobservations. The temperaturewas ranged from 13 to 37 °C.

Graphic results in [10] clearly trace the pattern ofpipeline displacement during the observa-

tion period. The greatest value of thermal displacement of pipeline axis corresponds to the period
of maximal air temperature, confirming the lack of inertial delay of building reaction.

A similar trend is observed in [11], where the largest displacement amplitude of the bridge

corresponds to the period of maximum cooling of the metal from which it is made.

Based on the correlation analysis [12] it is found that 62 % of the daily thermal displacement
of above-ground pipeline depends on the air temperature and the uneven side heat of the pipe by
solar rays.

3. Development of a dynamic model of horizontal displacement of above-ground pipeline

3. 1. Model development
The theory of dynamical systems, arising from automatic control theory, is successfully

used in various fields of science and technology, using mathematical modeling techniques to solve

the tasks. One of the advantages ofmathematical models ofdynamic systems is taking into account

the inertial delay of the building when displaying natural properties ofconvert of the input data into

the system reaction [13].
Let’s consider a system of “building-environment” as a dynamic system. Previously it was

found that the main factors affecting the horizontal displacement of the pipeline are air temperature
and uneven side heat of the pipe by solar rays. These factors are input factors of the dynamic sys-
tem. The responses of the system, or output variables, are pipeline displacement.

The dynamic model of deformation has three main components [14]. The first component
reflects the dynamic properties of the system “building-environment”; the second – the fate of the

movements that occur under the influence of the main input actions; the third component – includes

displacement arising as a result ofunaccounted factors (noise component).
Differential and recurrence equations establish a correspondence between the input and

output variables. Let’s introduce the designation of these processes:

Sk– horizontal displacement of the pipeline;

tk – air temperature;
ΔTk – pipe surface temperature gradient between sunny and shady sides;
k – number of series ofobservations.

It is known that when inertial delay of the building response doesn’t exceed 1/4 of the ba-

sic harmonic for modeling of the investigated process should be used the first order differential

equations [13]. Above-ground pipeline is an open metal structure. Therefore, the processes of heat

transfer in the system “building-environment” are no time delay.
Taking into account designation and the fact of the absence of inertial delay, let’s write

the model of horizontal displacement of the pipeline Skin the recurrent form based on first order

equations [13]

k k1 1k 2 k
S S t T,−

= ϕ + β +β ∆ (1)

where φ – dynamic factor, β1 , β 2
– factors reflecting the impact of input factors on pipeline

displacement.
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Initial data for model development:
– the results of observations of the horizontal displacement of the reference section Skof

aerial “Urengoy-Pomary-Uzhgorod” gas pipeline crossing (pipe diameter 1420 mm) made using

geodetic methods;

– the results of measurements ofair temperature tk;
– the results of determination of the temperature difference between the surface of the pipe-

line on the sunny and shady sides within the reference section.

Methods of observations and the results are detailed written in [12]. Reference section was

selected for modeling, because values of its displacementhad the largest amplitude. The observa-
tions were carried out in the period of maximum change in temperature during the day (June).

An evaluation of model parameters describing displacement of one point (reference section

of the pipeline) should start with the expectation approximation. Conditional expectation of equa-

tion (1) is:

{}kk1kkk/k1k11k2k

ˆ ˆˆ
ˆ

M S /S
,
t

,
TSS t T .

− −−
∆ = = ϕ + β +β ∆ (2)

Model development is beginning to evaluate the parameters φ, β1 , β2 on the basis ofdaily ob-

servations of the input tk, ΔTk and output Sk. To do this, let’s find the minimum ofthe function [15]

N

ϕ β β = −∑ (3)
ˆ

F( , , ) (S S ),−
2

12 kk/k1

k 2=

~∂
= − − ϕ −β −β ∆ ⋅ = ~

∂ϕ ~~∂
= − − ϕ −β −β ∆ ⋅ = ~

∂β ~~∂
= − − ϕ −β −β ∆ ⋅ ∆ = ~

∂β ~~

∑

∑

∑

N
F ˆˆ

ˆ

2 (S S t T) S 0

k 2

− −kk11k 2 k k 1

=

NF ˆˆ
ˆ

2 (S S t T) t 0

k21

−k k1 1k 2 k k

=

N

,

,

F ˆˆ
ˆ

2 (S S t T ) T 0

k 22 =

(4)

k k1 1k 2 k k− ,

This gives the system ofnormal equations to calculate parameters φ, β1, β2:

~
ϕ + β + β ∆ − =

~~~
ϕ + β + β ∆ − =

~~~
ϕ ∆+ β ∆+ β ∆ − ∆=~~

∑ ∑ ∑ ∑

∑ ∑ ∑ ∑

∑ ∑ ∑ ∑

N N N N
ˆ ˆ

2ˆ

S S t S T S S 0,− − − −k1 1 k1k 2 k1k kk1

k2 k1 k1 k1= = = =

N N N N

2

k1k 1 k 2 kk kk

k2 k1 k1 k1

ˆ ˆ

ˆ

S t t t T S t 0,−

ˆ

= = = =

N N N N

2

k1k 1 kk 2 k kk

k2 k1 k1 k1

ˆ ˆ

(5)

STtTT S T 0.
−

= = = =

Evaluation of unknown parameters in this system of normal equations should perform ac-

cording to centered input and output values. This does not alter the structure of the system of nor-

mal equations and replace Sk, tk, ΔTk by their centered values:

οο

k k
S S S

ο

∆ = ∆ − ∆ (6), k k
T T T,= −

, k k
t t t= −

where S, t, T∆ – arithmetic average. Solving the system of equations, and substituting the un-
known parameters in (1), we obtain short-period nature model of horizontal displacement process

of the pipeline:

k k1 k k
S 0.04S 0.38t 0.15 T.−

= + + ∆ (7)

The graphs ofpipeline axis displacements derived from empirical data and modeling results

are presented in Fig. 3.
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After completing the accuracy evaluation of the calculated parameters, the following values

are obtained:
1 2

m 0.01; m 0.01; m 0.02.
ϕ β β

= = =

3.  2.  Evaluation  of  the  influence  of  high-frequency  oscillations  on  the  accuracy  of 

the horizontal displacement of the pipeline
In order to correct organization of geodetic observations we must ensure the conditions:

,
≤ (8)xy0 xy

m m

where m – mean square error of geodetic observations of the planned position of the pipeline axis;

mxy0– mean square error, which describes the range of possible high-frequency oscillations.

In [13], based on the tools of frequency characteristics of dynamic systems, an equation is

obtained that establishes a connection between the average square error of input and output for

dynamic systems. Let’s write the equation due to our case (two input parameters):

xy

2 2 2 2

1 t 2 T

xy0 2

∆β + β
m

m m

=
,

1 2 cos+ ϕ ωτ + ϕ
(9)

where the parameters φ, β1 , β2 are obtained according to modeling results (7); mt, mΔT – mean

square errors of amplitude changes in air temperature and surface temperature gradient of the pipe;
π

ωτ = ⋅ =
° because a half ofhigh-frequency daily fluctuation harmonic is used for predic-

tion (12 hours of observations); sampling interval is 20 minutes (0.333 hours) – time between obser-
vation cycles.

Errors m

0.3 4.5
12

t , mΔT are calculated using the formulas

2 2

t t tcalc
m m ,= σ +

2 2

T T Tcalc
m m

,∆ ∆ ∆
= σ + (10)

where
2 2

t T, ∆
σ σ – dispersions of temperature fluctuations; tcalcm 1C=± °

– measurement error of

air temperature; Tcalc
m 0.1 C

∆
= ± ° – measurement error of surface temperature of the pipe using a

portable pyrometer

Substituting in the formula (9) the parameters of the model (7), and the calculated errors mt

and mΔT, as a result, we get:

2222 2 2

1 t 2 T

xy0 2 2

m m 0.38 42.5 0.15 1.11 6.16
m 2.4 mm.

1.0811 2 cos 1 2 0.04 cos 4.5 0.04

∆β + β ⋅ + ⋅
= = ==

+ ϕ ωτ + ϕ + ⋅ ⋅ ° +
(11)
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This result indicates that the horizontal displacement of the pipeline axis, the value of which

is determined in the geodetic control, is exposed to high-frequency temperature fluctuations.

Where there is a need to assign the highest possible accuracy of geodetic observations ac-

cording to planned displacement of the pipeline axis, which is characterized by the mean square

xy>mxy0=2.4 mm will allow neglect dispersion of high-fre-

quency oscillations, which are caused by temperature deformations.

error m enforcement of conditions m
xy,

4. Discussion of research results

Beam above-ground gas pipelines (Fig. 1) are the most common in Ukraine. Therefore,

experimental research was carried out on buildings of this type. The results are typical for aerial

crossing of 1420 mm beam above-ground gas pipelines.
We believe that the correct method during the geodetic control of the position of the pipeline

axis is to carry observations in the same periods of the day. High-frequency oscillations will be

fixed at the same level of their amplitude, or in one of the culminations (period of maximum cool-
ing or heating of the pipes).

However, it can choose the method ofrandom selection of observation points in relation to

high-frequency oscillations. It must ensure the conditions (8) – observation accuracyof horizontal

displacement of above-ground pipeline will not exceed the mean square error of high-frequency
oscillations. Therefore, it is recommended that the observation accuracy of horizontal displacement
of above-ground pipeline axes is not higher than 2.4 mm.

Appointment of accuracy on this principle can be performed only if the value of the error

=2.4 mm does not create a significant influence on the evaluation of the object.
It should be noted that the value of the mean square error ofhigh-frequency oscillations of

above-ground gas pipelines is not constant. It will vary depending on the air temperatureconditions

for certain areas, and the amount of solar radiation, which depends on the geographical latitude.

m
xy

5. Conclusions

1. Selection justification ofmathematical model ofhorizontal displacement ofabove-ground

pipeline axis is done.

2. Value m
xy0

=2.4 mm, which describes the range of possible high-frequency oscilla-
tions of beam above-ground pipelines (D=1420 mm) caused by daily thermal displacement, is

calculated.

3. An accuracy of geodetic observations of the horizontal displacement of the pipeline axes

is proved taking into account the impact ofcyclical thermal displacement.
4. Research results are recommended for use in practice for enterprises that serve the main

gas pipelines and successfully tested during the technical state control of aerial pipeline crossing
in Ukraine

We believe that further studies related to the implementation and development ofautomated

systems for monitoring oil and gas facilities are promising.
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Abstract

Based on the laws of conservation of mass and momentum the basic equations of motion with unknown quantities velocity
and piezometric pressure are written. These equations are supplemented with boundary and initial conditions describing the mo-

tion ofcompatible flows. Based on the laws of motion continuum, received conditions contact on the common border interaction of

surface and groundwater flows. Variational problems formulated compatible flow. Energy norms ofbasic components ofvariational

problem are analyzed. Correctness ofconstructing variational problem arising from construction of the energy system of equations

that allow to investigate properties of the problem solution, its uniqueness, stability, dependence on initial data and more. Energy

equation of motion of surface and groundwater flows are derived and investigated. It is shown that the total energy compatible flow

depends on sources that are located inside the domain or on its border.

Keywords: surface flow, groundwater flow, watershed, incompressible fluid, velocity fluid and hydrostatic and piezometric
pressure, energy equation, bilinear form, Initial and boundary conditions, interface conditions, coupling flow.
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1. Introduction

An important role in studying the water cycle plays hydrological system. In general, re-

search integrity of the system, taking into account all impacts, are complex and not always feasible

problem for the study because only investigated some of the area involved in the water cycle [1–3]
Highly likely part of the territory may be a watershed area (Fig. 1), which is characterized by sim-

ilar climatic conditions and is influenced by such factors that affect the water movement.

At the watershed may be an interaction between flow and located above and below wa-

ter-bearing layers. Models of different dimensions are used in each layer to describe the water

movement and their solutions are connected by boundary conditions [4–6].
We select in solid medium (liquid) moving surface layer ()3FtR∈ (Fig. 2) of such a structure

()()()()()(){}3

F 123 3 12
t : x

,
x

,
x R

,
x x x, t x x, x t .Ω = ∈ η < < ν ∀ = ∈Ω (1)

Let’s denote projection of its lower
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()()()()(){}3

12 3 3 12
t : x

,
x

,
x R x x

,
x x

,
x tΩ = ∈ = η ∀ = ∈Ω (2)

and upper

() () () () (){ }
F

3

123 3 12
t : x

,
x

,
x R x x, t x x, x tΛ = ∈ = ν ∀ = ∈Ω (3)

bases on the plane 120xx . The rest of the surface layer

() () ()()(){ }3

F123 3 12
t : x

,
x

,
x R

,
x x x, t x (x ,x ) t= ∈ η < < ν ∀ = ∈ΩГ (4)

will be called the lateral surface layer ()F t
.

Similarly denote part of fluid that moves in the soil, so

() () ()() () (){ }3

P 123 3 12
t : x

,
x

,
x R

,
hx x x

,
x x

,
x tΩ = ∈ < < η ∀ = ∈Ω (5)

the projection of the lower part will be written as

() () ()()(){ }3

P 123 3 12
t : x

,
x

,

xRx h x
,

x x
,
x tΛ = ∈ = ∀ = ∈Ω .(6)

Then, a layer of ground water

() () ()()(){ }3

P 123 3 P
t : x

,
x

,
x R

,
h x x x x t= ∈ < < η ∀ ∈Г Г . (7)

2. Materials and Methods

2.  1.  Initial boundary value problem of interaction of water flows

We formulate initial boundary problem of motion of surface and groundwater flows on the

surface watershed considering boundary and initial conditions [7–9].
Find unknown quantities { }u,p,ϕ such that satisfy the following system ofequations:

3 3 ∂σ∂ ∂
ρ+ρ−ρ − =

∂ ∂ ∂() ( )∑ ∑ (8)ik
u u u f 0,

t x x
i iki

k1 k1kk= =

σ = − δ +τp ,ij F ij ij

ij ij
2 e ,i, j 1, 2, 3,τ = µ =

uu1
e

,

2 x x

~ ~∂∂
= +~ ~

∂∂~ ~ij
ji

j i
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( )3
k

∂ρ∂ρ
+= Ω ×

∂ ∂
∑ (9)

t x
=

u

0, in (0, T],
k 1 k

F

m k in (0;T],
t x x

=

~~∂ϕ∂ ∂ϕ
= +εΩ×~~

∂ ∂ ∂~ ~
∑ (10)

where {ui(x,t)}3i=1 and
F Fp p (x, t)= – sought velocity vector of fluid and hydrostatic pressure, re-

spectively; { }3i i1
F g f (x)

=

= – mass forces; r=r(x,t)>0 – density of the mass water flow; m=m(x)>0 –

viscosity coefficient; { }3iji,
j 1

e
=

, { }3ij i, j1=
σ – tensors ofvelocities of deformation and stress of the liquid

at the point xin time t; dij – Kronecker symbol; k k(x, t)= – filtration coefficient; m m(x, t)= –
coefficient of specific water loss; (x, t)ε= ε – known function of sources of water influx;

3

j1 j j

P

p
ϕ = +

p
x

3

ρ g
(11)

piezometric pressure;

q k=−∇ϕ (12)

flow (flow separation); (x, t)υ= υ – velocity vector of fluid in the ground; qυ=
ω

porosity; F P
n n=−

~~~ ~~~
ω – volume

,

– vectors normal to the boundary area FΩ and PΩ in accordance;

F P F P F P,{},,Ω=Ω∪ΩΩ∩Ω = ∅ Ω ∩ Ω = Γ

F F F P P P;.∂Ω=Γ∪Λ∪Γ∂Ω=Γ∪Λ∪Γ

Boundary conditions [10, 1 1]:

iu 0=
~

on FΓ, i=1, 2,3, (13)

nτ
σ = σ, on FΛ, (14)

∂ν ∂ν ∂ν
+ = + +

∂ ∂ ∂

0 0

3 1 2
u R u u

t x x
1 2

in FΩ´(0, T], (15)

where R – velocity of falling rain drops,
0

1u ,

0

2u – horizontal components of velocity on the free

surface (x.t)ν (FΛ );

p P
non;•υ= υ Γ (16)

12 P
0on,υ= υ = Λ (17)

3
Iυ=− Pon ,Λ (18)

where I – known function that describes the velocity of fluid flow through the surface PΛ .
Initial conditions:

u u ,=
0t 0=

p| p ,
=

t0 0=

|,ϕ = ϕt0 0=

in W. (19)

Contact flow conditions on a common boundary Г [4–6, 8]:
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nn F p
(u, p ) pσ =

,

σ = 0
τn

, (20)

u =−υ .
n n

2.  2.  Variational  formulation of the problem of interaction of water flows

We introducethe following bilinear forms:

3

= ∑∫M (r; w,q) rw q ds,
ν

v

i i

i 1=

3 3
u

N (w; u, q) w q ds,
x

= =

∂
= ρ

∂
∑ ∑∫ i

v ki

k1i1 kv

C (w, q) 2 e(w) : e(q)ds,= µ∫v

v

A (w, q) wdivqds,=−∫ v n

v

v

v

Y (w, q) wq d,= − γ∫
3

= −∇∑∫B (p, w) p. wds.
v

i 1=

v

Introduce spaces:

{ 1 3

F F
H : (H ( ))|0=ξ ∈ Ω ξ = on },Γ

{
p

1p
H : H( )|0Ω=ψ ∈ ψ = on },Γ FPW: H H,= ×

___
: W R, j 1,3,ℑ → =

j

3

ℑξ = ρ ξ + ξ +ξ⋅σ γ∑ ∫ ∫ ~

,,
fds ( p )d

τ1 ii na

i 1= Ω ΛF F

ε ρψ
ℑψ = − υ ψργ

ω
∫ ∫ℑθ = − θγ∫ 3

0

2 n
u d

,,

∂Λ

(x, t) g
, dp gd .

Ω ∂Λ
PF

P

Let’s denote

~

g,ψ = ψρ
m

~

m =

ω
,

Then, let’s write the following variational problem [1–2, 10, 1 1]:

{ }Find u, p, V Q W,

M ( ;u , ) N (u;u, ) A (p, ) C (u, )

ϕ∈ × ×

ρ ξ + ξ + ξ + ξ+′

+ ξ = ℑ ξ ∀ξ ∈ (21)

Ω Ω Ω Ω
F F F F

Y (u, ) , , V,Γ 1

F 2
B (u, ) Y(, u) , , Q,Ω Γθ+ θ =ℑ θ ∀θ ∈ (22)

P P
3

M (m; , ) A ( , ) Y ( , ) , ,
W

Ω ΩΓϕψ + ψυ + ψυ=ℑψ ∀ψ ∈
′

~ ~ ~ ~~

(23)

with initial conditions

0
M (u (0) u, ) 0,Ω − ξ=′

(24)
F

0
B (p(0) p, ) 0;Ω − θ = (25)

F

0
M ( (0) , ) 0.

Ω ϕ −ϕψ =

′
~

(26)
P
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Let’s calculate, considering initial conditions (24)–(26) and boundary conditions (13)–(18),
values of variables u and p with relations (21) and (22). Then on the basis of coupling flow condi-

tions (interface conditions) (20) and boundary condition (11) the value of the variable ϕ is calcu-

lated from (23).

2. 3. The properties of the components and norms of variational problem interaction

water flows.

It should be noted that trilinear form

3 3
u

N (w;u, q) w q ds,
x

= =

∂
= ρ

∂
∑ ∑∫ (27)i

v ki

k1i1 kv

is continuous and bilinear form

C (w, q) 2 e(w) : e(q) ds= µ∫ (28)v

v

continuous and symmetrical.
It is a scalar product in the space FH and creates a norm

H

w C (w, w), w H .= ∀ ∈
v F

F

Then, let’s write the scalar function ϕ bilinear forms

D( , ) k(x, t) dpϕψ = ∇ϕ ⋅∇ψ∫ . (29)
v

v

which is continuous and integral in the space of admissible functions PH . It is also symmetrical
and forms a semi-norm

H
D(, ), H ( ).ϕ = ϕ ϕ ∀ϕ ∈ Ω (30)

1

v P
P

Let’s consider the properties of bilinear forms

A (w, q) divwdivqds.=∫ (31)v

v

In space FH , it is continuous, integral and symmetrical, and also forms the norm

H
q A (q, q), q H .= ∀ ∈ (32)

v F
F

3. Results of research

3.  1.  Equation balance  energy of coupling water flow

Let’s write variational equations for momentum

M ( ;u, u) N (u; u, u) C ( ;u, u)
′

ρ + + µ =

Ω Ω Ω
F F F

= ϕ − − (33)u Y (p, u) A (p, u);, Ω Ω1
F F

Let’s write left side of the equation:

.

∂ ∂σ
ρ + ρ − = ρ +

′ ′

∂ ∂

3 33 3 3

i ik

iii ki k iii

i1 k1i1 k1 i1k k

u
u u ds u u ds u ds u u ds

x x

∑ ∑∑ ∑ ∑∫ ∫ ∫ ∫
= == = =Ω Ω Ω Ω

F F F F

33 3 3

i i

k i ik i ik F

k 1 i 1 k 1 k 1k k

∂ ∂
+ρ+σ − σ γ

∂ ∂

u u
u uds ds u n d .

x x
∑ ∑ ∑ ∑∫ ∫ ∫ (34)

= = = =Ω Ω ∂ΩF F F

k
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Given that

ik ik ikp2eσ=− δ + µ

rewrite (34) in the following form

3 33 ∂
ρ + ρ − γ +

′

∂

u
u u ds u u ds p u d

x

∑ ∑∑∫ ∫ ∫i

iii ki n

i1 k1i1 k= = =Ω ∂Ω
F F

FΩ

3

∑∫ ∫ ∫ (35)u pds 2 e(u) : e(u) ds u n d .+∇+µ − σ γi ik F

k 1

k

=Ω Ω ∂ΩF F F

Let’s write left side of variational equations for the law of conservation of mass flow

γ − ∇ =∫ ∫ (36)F
u.n pd u. pds 0.

Γ Ω
F

Substituting (23) in place of ψ the function ϕ will be

∂ϕ ρ ∂ϕ
ϕ − ϕγ +

∂ ω ∂

g
m dp k d

t n
∫ ∫
Ω ∂Ω

P P p

∂ϕ ∂ϕ
+ − εϕ =

∂ ∂

3

∑∫ ∫ (37)m dp dp 0.

x xj1 j j=Ω Ω
P P

Let’s multiply (37) on the expression
gρ

ω
,

then

2 31 g k(x, t)
m dp gd

2t n

∂ϕ ρ ∂ϕ− ϕ ρ γ +
∂ω ω ∂

∑∫ ∫
j 1=Ω ∂ΩP P

3
∂ϕ ∂ϕ ρ

+ ρ − εϕ =

ω ∂∂ ω

k(x, t) g
gdp dp 0.

x x
∑∫ ∫ (38)
j 1 jj=Ω ΩP P

Let’s estimate the term in (38) on the boundary PΩ

∂ϕ ∂ϕ ∂ϕ ∂ϕ
− ϕρ γ= − ϕρ γ − ϕρ γ − ϕρ γ =

ω∂ω∂ ω ∂ ω ∂

k k k k

gd gd gd gd
n n n n

∫ ∫ ∫ ∫
∂Ω Γ Γ Λp p p pP P P

∇ϕ ∇ϕ
= − ϕρ γ − ϕρ γ =

ω ω

n n

k g d k gd∫ ∫

∫ ∫

p p

Γ Γ
p

p d gd .= υ γ − υϕρ γp n
p

(39)
Γ Γ

p

Simplifying a term on the border FΩ in the form (35), we obtain

3

∑∫ ∫

∫ ∫
Г Г

− σ γ= − σ+ σ γ −u n d (u u )di ik F n nn n

k 1
k

=∂Ω Λ
F F

τ τ

(u u )d (u u )d .− σ+σ γ − σ+σ γ
n nn n n nn n

(40)
F

ττ ττ

Adding expressions (35), (39), (40), after simple transformations, we have
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3 33 ∂
ρ + ρ −′

∂

u
u u dx u u dx

x

∑ ∑∑∫ ∫

∫ ∫ ∫ ∫ ∫

∫ ∫ ∫ ∫

i

iii ki

i1 k1i1 k= ==Ω Ω
F F

− γ − γ − γ + ∇ + µ −pu d pu d pu d u pds 2 e(u) : e(u) dx
n n n

Λ Γ Γ Ω ΩF F F F

− + σ γ − σ + σ γ + γ − ∇ +(u p u )d (u u )d u.n pd u. pdsn a n n nn n Fττ ττ

Λ Γ Γ Ω
F F

2

~ ~ρ ∂ϕ ∂ϕ
+ + ρ~~

ω ∂ ω ∂~~

2 31 m g k(x, t)
dx g d

2 t x
∑∫ ∫ ∫

∫ ∫
j 1 j=Ω

g
p dx

ρ
− εϕ −

ω
Ω Ω

P PP

− υ γ + υϕρ γ =p d gd 0.
p n

p

Γ Γ

(41)
p

Rewriting the previous expression (41) in a more convenient form, including property in-

compressible environment and boundary conditions (13)–(18), we obtain

3 33 ∂
ρ + ρ + µ −′

∂

u
u u dx u udx 2 e(u) : e(u) dx

x

∑ ∑∑∫ ∫ ∫

∫ ∫

i

iii ki

i1 k1i1 k= ==Ω Ω Ω
F F F

0
p u d (u p u )d− γ − +σ γ −

n na

Λ Λ
F F

τ

2

~ ~ρ ∂ϕ ∂ϕ− σ + σ γ + + ρ−~~
ω ∂ ω ∂~~

2 3
1 m g k(x, t)

(u u )d dx gdp
2 t x

∑∫ ∫ ∫τ τn nn n

j 1 j=Γ Ω ΩP P

ρ
− εϕ − υ γ + υϕρ γ =

ω

g∫ ∫ ∫dx p d gd 0.
p n

p

(42)
Ω Γ ΓP p

Let’s analyze the terms on joint border Г

p
n Fnpn(up u (u) p )d .τ τ

+ σ − υ γ∫
Г

Given the terms the coupling (20), integral to the common border Г is zero.

From the expression (36) given kinematic condition (15) for equation of continuity will be

γ∫ (43)γ∫ =

F
u.n pd

Λ∂Ω
F F

0

nu pd .

Thus, the energy balance equation of compatible motion of surface and groundwater flow

is written:

3 33 ∂
ρ + ρ + µ −

′

∂

~ ~ρ ∂ϕ ∂ϕ
+ + ρ =~~

ω ∂ ω ∂~~

u
uu dx u udx 2 e(u) : e(u)dx

x
∑ ∑∑∫ ∫ ∫i

iii k i

i 1 k1 i 1 k= ==Ω Ω ΩF F F

2 31 m g k(x, t)dx g dp
2t x

∑∫ ∫
j 1 j=Ω ΩP P

2

3

∑ ∫ ∫
i 1

0

ii n

fu ds pu dρ+ γ −

= Ω ΛF F

ρ−υϕργ++σγ+ εϕ
ω

g
gd (u p u )d dx.∫ ∫ ∫n a τ

Γ Λ Ω
p F P

(44)

Rewriting (44) through a total derivative, we have
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1 d(u )ds 2 e(u) : e(u)dx
2 dt∫ ∫2

ρ + µ −

Ω Ω
F F

2

~ ~ρ ∂ϕ ∂ϕ
+ + ρ =~~

ω ∂ ω ∂~~

ρ+ γ −

2 31 m g k(x, t)dx g dp
2 t x

∑∫ ∫
j 1 j=Ω Ω

P P

3

∑ ∫ ∫

∫ ∫ ∫

0

ii n

i 1

fu ds pu d

= Ω Λ
F F

ρ
− υϕρ γ + + σ γ + εϕ

ω

g
gd (u p u )d dx.

n a τ
(45)

Γ Λ Ω
p F P

As we see from (45), the total energy flow depends on the energy sources that are located

within the region or within its boundaries.

4. Conclusions

On the basis of conservation laws basic equations and boundary and initial conditions are

derived describing the compatible motion flow of surface and ground water with unknown values

of velocity and piezometric pressure. Variational problems of compatible flow are formulated and

the contact conditions on the common border are obtained based on the laws ofmotion continuum.

Energy standards ofbasic components ofvariational problem are analyzed. Full energy equation of

energy balance for coupling motion of surface and groundwater flows are constructed and studied

that makes it possible to investigate the properties of solutions of the problem, such as stability,
regularity, existence, convergence and so on.
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Abstract

The nonlinear feedback shiftregisters of the second order in GF(2) are considered, because based on them it can be developed
a generator of stream ciphers with enhanced cryptographic strength.

Feasibility ofnonlinear feedback shift register search is analyzed. These registers form a maximal length sequence, using

programmable logic devices.

Performance evaluation ofprogrammable logic devices in the generationofpseudo-randomsequence by nonlinear feedback

shift registers is given. Recommendations to increase this performance are given. The dependence of the maximum generation rate

(clock frequency), programmable logic devices on the number of concurrent nonlinear registers is analyzed.

A comparison of the generation rate of the sequences that are generated by nonlinear feedback shift registers is done using
hardware and software.

The author suggests, describes and explores the search method of nonlinear feedback shift registers, generating a sequence

with a maximum period. As the main result are found non-linear 26, 27, 28 and 29 degreespolynomials.

Keywords: streamciphers, random number generators, M-sequence, search ofnonlinear shift registers, non-linear polynomials.
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1. Introduction

There is currently rapid development of cryptanalytic systems. One of the main require-
ments to the main element of the cryptographic stream encryption system – a generator ofpseudo-
random sequences (PRSs) is an indiscernible of the sequence, complexity, speed and repetition pe-

riod for PRSs [1]. Cryptographic primitives that meet these requirements are constructions on the

basis of linear feedback shift registers (LFSRs).
Common cryptographic algorithms, which are built using LFSRs, are: stream cipher A5/1,

used to ensure the privacy of telephone mobile communication of GSM standard [2]; stream ci-

pher E0, used in the Bluetooth protocol [3], etc. LFSR main disadvantage is its linearity, which

leads to a relatively simple cryptanalysis [4].

2. Overview ofthe problem and formulation of research problems
As an alternative for LFSRs to PRSs generation in the stream cipher nonlinear feedback

shift registers (NLFSRs) are proposed. NLFSRs on the basis ofstream ciphers are included in Ach-

terbahn [5], Dragon [6], Grain [7], Trivium [8] and VEST [9]. In [10] it is shown that NLFSRs are

more resistant to cryptanalytic attacks than LFSRs. Using L cells NLFSRs, a cryptanalyst can take

up to ( )L2Ο [11] or as given in [12], a sequence of L(L1)/ 2 L⋅ + + bits is necessary to determine

the structure of L-bit NLFSR generating this sequence.

At the same time, large size NLFSR generation with a guaranteed period remains an un-
solved problem [13]. Only some special cases were considered in [14]. It is known that LFSRs gen-

erate maximum length sequence (M-sequence) equal to 2L–1 if and only if when its characteristic

polynomial is primitive [15]. For NLFSRs such property is not found to this day. Small NLFSRs

with a maximum period can be built with the help of simulation. Nevertheless, modern computing
capacities allow to simulate NLFSRs with a size only to L<35 [16]. In [17], NLFSRs with a size to

L<26 are shown. This is insufficient for cryptographic applications that require long periods, for

example, 2128 [18].
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Non-standard hardware solution for implementation of cryptographic algorithms is the use

of field programmable gate arrays (FPGAs) [19]. FPGA allows to construct digital devices with

high-level hardware description languages, which reduces the complexity of the development and

allows the reuse the code through the use of IP-cores [20].
In [21], a search of NLFSRs that are implemented on FPGAs on the basis of analysis of de

Bruijn sequences is carried out. Good statistical properties of NLFSR-generated sequences are

confirmed and obtained non-linear 25 and 27 polynomials are given.
FPGAs have a high versatility and reliability, which ensures thorough testing [22]. Program-

mable logic is attractive due to possibility of providing performance close to ASIC technology, to

achieve high throughput with high construction flexibility and low power consumption [23].
One of the important advantages of the implementation of cryptographic algorithms on

FPGAs is the ability to construct a parallel and asynchronous architecture, superior to GPU

and CPU microprocessor-based solutions in performance [24].
In this paper we study NLFSRs performance implemented on the FPGAs and problems of

their optimization. Search method ofNLFSRs generating M-sequence (M-NLFSRs) is given. This

method is based on a practical synthesis of the results obtained previously. The aim ofthis research

is to explore the possibility ofNLFSR implementation ofFPGA, as well as the development of an

acceptable, for hardware and temporal parameters, the search algorithm for M-NLFSR.

3. M-NLFSR search method

The registers are used multiplication ofonly two cells, and such NLFSRs are called NLFSRs

of the second order. Later, in NLFSR operation we understand NLFSR ofthe second order in GF(2).
General NLFSR construction for the register, consisting of L 4=cells, is shown in Fig. 1.

Where { }ija 0,1∈ appropriate the presence or absence of feedback, (){}iqt 0,1∈ – value

of the i-th register at the time t
, Q – generated sequence, bits. Ä denotes a nonlinear function of

multiplication and Å – linear function of summation.

Preliminary feedback coefficients ija are limited that equate some of the coefficients to zero.

The total number ofvariables (initially not equal to zero) of feedback coefficient ija denoted as
1

n .

As has been shown in [25], the number of feedback coefficients
ij

a forNLFSR withL size is calcu-

lated by ratio Ln L(L 1) /2= ⋅ + , therefore, 1n can take values in the range 1 L
0 n n≤ ≤ .

M-NLFSR search method consists of two stages that can be carried out simultaneously or

sequentially.
Stage 1: There is a decrease in the test set by excluding NLFSRs not forming an M-se-

quence. The total amount ofrejected polynomials is selected in the range of 90–99 % ofthe possible
amount. The volume of rejected polynomials is limited by available memory and time resources.

Rejected set is defined by an analytical method, which is implemented in software. The

analytical method consists of checking the feedback coefficients to meet certain requirements as
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detailed in [25, 26, 12]. The essence of these requirements is to analyze the place, type and arrange-

ment of non-zero coefficients of feedback ija . Mismatch of
ij

a coefficients to specified require-
ments means the inability ofNLFSR to form M-sequence and, therefore, its rejection.

After the first stage, we obtain the set of polynomials, acceptable (for time-consuming) to

check in the second stage. Let’s denote the number of such polynomials as
FPGA

0k.
Stage 2: Direct verification of the set ofpolynomials, obtained after the first stage, is carried

out for the possibility of M-sequence generation by them is carried out using computer system.
As shown below, for moving the computational process from CPU on the FPGA, perfor-

mance (speed) of each of NLFSRs is maintained. This fact allows to tens or hundreds of times

increase the overall performance of the complex for M-NLFSR search compared to use only a PC.

4. The structure of the computer system for M-NLFSR search

Complete structureofcomputer system, which was used for the calculations, is shown in Fig. 2.

The hardware consists of the card with integrated chip of Altera company of Cyclone IV

E FPGA EP4CE10E22C8N family (China). FPGAs are made at 60 nm optimized process and in-

cludes 10 320 logic elements (LEs – Logic Elements). Project for FPGA is written in Verilog HDL,
for compilation and simulation CAD CAD Altera Quartus Prime Version 16.0.0 was used.

USB-TTL converter was used as communication equipment (the maximum data transfer

speed of 921 600 bps), performs the function of Universal Asynchronous Receiver/Transmitter

(UART) between the FPGA and the PC. Two USB-TTL converters were used to enhance the data

rate. They operate in parallel with a maximum data rate.

The software realizes: reading data from the hard disk; formation of a package to send to

the FPGA; synchronous (for two USB-TTL converters) data sending to the specified COM port;

receiving information through the COM port from the FPGA; decoding, visualization and storage

on disktest results carried out in the FPGA.

5. FPGA-based NLFSR performance analysis
Hardware performance is a number of tested NLFSRs per time unit. Hardware performance

consists of the following components:

– time for one cycle in the module that implements NLFSR operation (denoted as
FPGA

cyclet ).
Cycle is implementation of cyclic changes in NLFSR state in which all possible combinations are

implemented for M-NLFSR, and the system returns to the initial state. Registers change their state

in one clock cycle of the reference frequency, therefore amount of these clock cycles in a cycle
should be L2 ;

– the number ofsimultaneously tested NLFSRs per cycle (denote as
FPGA

NLFSRk). The parameter

depends on the number of LEs, engaged for one NLFSR and total capacity ofused FPGA;
– operational clock frequency. Upon reaching a certain maximum clock frequency (

FPGA

max
f )

FPGA elements have no time to fully execute that leads to errors in the determination ofM-RSNOS.

The increase of
FPGA

NLFSRkleads to an increase in the total number of involved LEs. As an ex-

ample, the number LEs involved in FPGA to M-NLFSR search for L 29=and 1n 28=depending
from

FPGA

NLFSRk, are shown in Fig. 3.
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Due to the increase in the number ofLEs involved in FPGA, their mutual arrangement and

increasing the physical distance between the interacting elements in the chip, there is a decrease of
FPGA

f . Also
max

f significantly affect the temperature factor, which can be partly explains a small

deviation observed in Fig. 4.

Let’s consider in detail how to change the above characteristics on the number of simulta-

neously tested NLFSRs. Fig. 4, a shows the dependence results of observed FPGA

max
f on

FPGA
NLFSRk for

NLFSRs with a size of L 28=and
1

n 28=.

FPGA

max

Taking into account obtained results, FPGA configuration modification has been made for

L 29= . Modification allowed to improve performance for
FPGA

NLFSRk 1= to
FPGA

f 725=MHz and re-
max

duce LEs in the module. Fig. 4, b shows the results ofdependence of
FPGA

max
f on

FPGA

NLFSRk for NLFSRs

1
n 28=.The change of the clock frequency for FPGA

max
f determination was

conducted discretely, in steps of25 MHz.

Knowing FPGA

max
f

,
we can determine FPGA

cyclet for different number of simultaneously calculated

NLFSRs in FPGA. Based on these data, we can calculate the time
FPGA

0t that is necessary to spend
for the analysis of all FPGA

0k polynomials in the search for the M-NLFSR in hardware. Elapsed time

(in hours) will be calculated by the following relationship:

with a size of L 29=and

FPGA

FPGA FPGA0

0 cycleFPGA

NLFSR

k1
t t

3600 sec k
= ⋅ ⋅

.

The dependence of the estimated time for M-NLFSR search for L=29 and restrictions im-

posed, in which n1=28,
FPGA

0k 17 619 713=
,

on the number ofsimultaneously processed polynomials
in FPGA is shown in Fig. 5.

As can be seen in the graph, maximum system performance can’t be achieved with maxi-
mum use of all FPGA elements due to the need to reduce the clock frequency. The optimal number

of simultaneously tested NLFSRs in this case is in the range from 79 to 1 15, after which the time

for search begins to increase.

In [27], there is a generation time of 1 GB by the generator, written in assembler and op-

timized for different NLFSRs, including LFSRs. To compile all the examples FASM was used

(flat assembler version 1.71.51). The calculations were performed on a personal computer (64 bit

Windows 7 SP 1, Intel Core i5-3210M CPU 2,5GHz processor). According to the research results,
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the time to generate the 1 GB ranges from 16 to 76 seconds, depending on the size and form of the

polynomial.
For comparison, Table 1 shows the time for generation of 1 GB NLFSR implemented in

FPGA on different clock frequencies (FPGAf).

As can be seen from Table 1, the use of the FPGA-based hardware components for PRSs

generation can improve performance (two and more times) as compared to using only the CPU of

a personal computer.
It is worth noting that these results are valid for used FPGA model. Using another FPGA

model, it is likely to get higher system efficiency. Thus, [28] shows the results of the efficiency of

hardware implementations of ciphers ofGRACE-S family for various FPGA families. Unfortunately,

investigated families didn’t contain Cyclone IV, but tested FPGAs of Stratix IV and Stratix V family
showed more than two times greater efficiency than FRGAs of CycloneII or Cyclone V family.

6. Search results for M-NLFSRs

M-NLFSRs search with a size of L =26, 27, 28 and 29 with the above described method was

carried out. Obtained polynomials, as well as time expenditures, are shown below.

L 26=:
26 24 23 20 18 14 12 6 5 4 23 25 24 25

x x x x x x x x x x x x x x+ + + + + + + + + + ⋅ + ⋅

26 25 22 21 19 17 16 15 13 12 6 5 4 23 25
x x x x x x x x x x x x x x x+ + + + + + + + + + + + + ⋅

26 24 22 21 20 19 17 16 15 14 12
+ + + + + + + + + + +x x x x x x x x x x x

11 8 7 4 23 24 23 25 24 25
x x x x x x x x x x+ + + + + ⋅ + ⋅ + ⋅

26 22 21 20 19 17 16 15 14 12 11 8 7 4 23 24 24 25
x x x x x x x x x x x x x x x x x x+ + + + + + + + + + + + + + ⋅ + ⋅

.

Search time – 43 hours 48 minutes.
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Table 1

Dependence of time for generationof 1 GB NLFSR on different fFPGA

fFPGA t

50 MHz 172 s

100 MHz 86 s

200 MHz 43 s

400 MHz 21,5 s

600 MHz 14,3 s

700 MHz 12,3 s

725 MHz 11,8 s



L 27=:

27 26 25 24 19 16 15 11 8 6 5 3 24 25 24 26
x x x x x x x x x x x x x x x x+ + + + + + + + + + + + ⋅ + ⋅

27 26 19 16 15 13 12 11 10 9
+ + + + + + + + + +x x x x x x x x x x

8 7 6 5 4 3 24 26 25 26
x x x x x x x x x x+ + + + + + + ⋅ + ⋅

27 24 22 20 19 17 16 13 10 8 7 6 4 25 26
x x x x x x x x x x x x x x x+ + + + + + + + + + + + + ⋅

27 24 23 17 14 9 8 7 5 4 3 25 26
x x x x x x x x x x x x x+ + + + + + + + + + + ⋅

Search time – 33 hours 04 minutes.

L 28=:

28 27 25 24 22 20 19 16 14 13 10 8 5 25 27
x x x x x x x x x x x x x x x+ + + + + + + + + + + + + ⋅

28 27 26 25 24 23 22 21 20 16 15 14 13 12 11 10
+ + + + + + + + + + + + + + + +x x x x x x x x x x x x x x x x

7 6 25 26 25 27
+ + + ⋅ + ⋅x x x x x x

28 25 20 19 17 16 13 11 10 9 8 7 6 3 25 27 26 27
x x x x x x x x x x x x x x x x x x+ + + + + + + + + + + + + + ⋅ + ⋅

28 24 23 20 18 17 16 14 13 12 5 25 27
x x x x x x x x x x xxx+++++++++++⋅

28 27 26 25 15 14 11 10 25 26 25 27
x x x x x x x x x x x x+ + + + + + + + ⋅ + ⋅

28 25 24 21 20 18 17 16 15 14 13 12 10 9 5 3
+ + + + + + + + + + + + + + + +x x x x x x x x x x x x x x x x

25 27 26 27
+ ⋅ + ⋅xxx x .

Search time – 73 hours 25 minutes.

L 29=:

29 28 27 26 25 24 23 20 16 12 11 6 4 26 27

x x x x x x x x x x x x xxx+++++++++++++⋅

29 28 27 26 25 21 19 15 10 9 8 6 4 26 28
x x x x x x x x x x x x x x x+ + + + + + + + + + + + + ⋅

Search time – 133 hours 26 minutes.

The use of hardware component will significantly reduce M-NLFSRs search time. As an

example, for software search at L=25 was spent 18 days, and by using hardware components for

L=26 – less than two days. Estimated time for which would have made a similar search for L=26,

using a software method, would constitute more than 3 months. Taking into account the modifi-

cations, introduced in the search algorithm for L=27, 28 and 29, we can expect another three-time
increase in performance for L=26, while using hardware components.

Thus, using this method, we get a general performance increase for search of M-NLFSRs
generating M-sequences by more than 150 times as compared with the method using only PC CPU

resources. The use ofmore expensive and productive FPGAs will further reduce the time to search

of M-NLFSRs.

7. Conclusions

The method for M-NLFSRs search using hardware-software system is given. Based on the

method, as an example, the result of the search ofnon-linear 26, 27, 28 and 29 degrees polynomials
for generation ofM-sequences is given.

Use ofFPGA-based hardware component can significantly improve the performance ofcom-

plex for search of M-NLFSR. The time for M-NLFSR search is increased by more than 150 times

as compared to using only the computing power of PC.

FPGA-based NLFSR performance capabilities are given. Recommendations on optimizing
the performance of the complex to search of M-NLFSR are given.
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A performance comparison of NLFSR generators performed by using the software and

hardware implementation is carried out. It is shown that the hardware implementation of single
FPGA-based NLFSR isn’t inferior to the performance of its program analogue and in the case of a

generator with several parallel NLFSRs can significantly exceed its.

Stable performance of FPGA-based NLFSR is implemented with a clock frequency (gener-
ation speed in NLFSR), equal to 725 MHz.

On the basis of the results it can be developed stream ciphers with enhanced cryptographic

strength. The application of obtained non-linear polynomial allows to obtain stream ciphers, which

are analogues of modern developments in this field, and the use of the described search method

allows to find higher degree M-NLFSR.
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Abstract

The article considers the non-stationary initial-boundary problem of thermal conductivity in axially symmetric domain in

Minkowski space, formulated as equivalent boundary integral equation. Using the representation of the solution in the form of a

Fourier series expansion, the problem is reformulated as an infinite system of two-dimensional singular integral equations regarding

expansion coefficients. The paper presents and investigates the explicit form for fundamental solutions used in the integral repre-

sentation of the solution in the domain and on the border. The obtained results can be used in the construction of efficient numerical

boundary element method for estimation ofstructures behavior under the influence of intense thermal loads in real-time.
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damental solution for axially symmetric domain.
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1. Introduction

Large number of studies is devoted to the theory of temperature stresses and engineering
methods for their calculation [1–4]. Mathematical model of thermal stresses of metal structures

is reduced to calculation of non-stationary behavior of thermal fields by solving a non-stationary

initial-boundary value problem of thermal conductivity, and calculation of temperature stresses

by solving stationary boundary problem of elasticity [1, 2]. Basic analytical solutions for model

problems for canonical domains are obtained [1–3]. At the same time, calculations and control

of real structures require the development of efficient numerical methods that allow to calculate

the behavior of structures under the influence of intense thermal loads in real-time. One of these

methods is the boundary element method that is one of numerous implementations of the method

of boundary integral equations [5–7].
The method ofboundary integral equations is based on the transition from the non-station-

ary initial-boundary value problem of thermal conductivity to the equivalent boundary integral

equation. This approach has numerous advantages over classical methods because it allows to re-

duce the dimension of the problem, the obtained solution is semi-analytical and therefore it can be

analyzed with analytical methods. The method uses the Green function as a fundamental solution

that allows to satisfy one part of the boundary conditions and the condition at infinity (in the case

of infinity inclusion) automatically. The method allows to build special boundary elements, that

take into account the asymptotic behavior of the solution in a neighborhood of singular points of

the problem [6, 7].

Special numerical methods, that take into account some particular qualities of construc-

tions, are more effective in comparison with universal methods. Since cylindrical structures, such

as pipelines, reactor vessels, constitute a significant share of production elements, calculation of

Grigoriy Zrazhevsky

Vera Zrazhevska

APPLICATION OF THE METHOD OF BOUNDARY

INTEGRAL EQUATIONS FOR NON-STATIONARY

PROBLEM OF THERMAL CONDUCTIVITY IN AXIALLY

SYMMETRIC DOMAIN

Reports on research

projects
(2017), «EUREKA: Physics and Engineering»

Number 1

Computer Sciences and Mathematics

61



critical temperature modes oftheir operation is very important. Axially symmetric domain allows

to use the representation of the solution in the form of a Fourier series expansion.
In practical applications it is important to take into account a finite number of harmonics

only, so this problem can be reduced to a finite system of two-dimensional (spatial domain and

time) boundary singular integral equations.

2. Materials and methods

2. 1. Previous results

Let’s introduce the following notations: ( ) 3 3

1 2 3
x x

,
x

,
x R

,
R= ∈ Ω ⊂ is a space domain

with the boundary surface
u q,

Γ=Γ ∪ Γ tis time; u(x, t) is a temperature at a point xat a time

moment t; c(x) is the heat capacity, k(x) is the thermal conductivity; (x)ρ is the matter density,
f(x, t) is the intensity ofheat sources at a point x at a time moment t.

Let’s consider the problem for the heat equation:

u
c (x, t) div(kgradu(x, t)) f(x, t), x

,
t t

t

∂
ρ = + ∈Ω >

∂
0 (1)

with the boundary conditions:

u (x, t) u (x, t), x
,
t t

,

q (x, t) q (x, t), x t t

~
=∈Γ≥~~
=∈Γ≥~~

u 0

q, 0

(2)

and initial condition:

0 0
u (x, t ) u (x), x ,= ∈Ω (3)

where Ω = Ω ∪ Γ,
∂

q (x, t) k
u

=

∂
~

,

n

~

n is an external normal to the surface.

Let’s consider the initial boundary problem (1)−(3) as a boundary problem in Minkowski

space (x, t), where x is a point of three-dimensional space, t is time. Obviously, we get the bound-

ary problem for cylinder ( )0x
,
tt∈Ω> with boundary conditions: (2) on the boundary surface of

the cylinder ( )u q 0
x ,tt∈Γ∪Γ≥ and (3) on the cylinder base.

In [8], using the method ofweighted residuals [9, 10], the integral representation of the solu-

tion is obtained and its correctness is proved, the conditions on the parameters of the passage to the

limit for correct interpretation of the singular integral in four-dimensional space are formulated.

The article [8] presents the integral equivalent of the problem:

τ

χ ξτ⋅ ξ τ + ξ− τ − − −ξ τ − Γ=∫∫ ( )
0
(,)u( , ) dt (u *

x, t q(x, t) u (x, t) q* (x , t)) d
Ω >( ,tt ) x

t Γ
0

τ

= ρ ξ − τ − Ω − ξ − τ − Ω∫ ∫ ∫ (4)c u (x)u* ( x, t) d dt f(x, t) u* ( x, t) d
,0 0 x x

Ω Ωt
0

*

u is a fundamental solution of the heat equation that satisfies

the principle ofcausality and is limited at infinity for four-dimensional Minkowski space [8]:

where H is the Heaviside function,

xc(c)
u* exp H( t),

4k( t)4k( t)

~ ~ξ−ρρ
= − − τ −~ ~
τ−πτ− ~ ~

21/ 2

3/2

( )

ξ ∈ Ω >~
χ ξ =~

ξ ∉ Ω >~

1, ( ,t) ( ,
t t )

( ,t) ,

0, ( ,t) ( ,
t t )

Ω >

0

( , t t )0

0

is the area function (indicator).
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Obviously, (5) is the quasi equation. It allows to determine u(x, t) at any point inside the

area ( )0x
,
tt∈Ω> if values of functions u(x, t) and q(x, t) on Γ are known. So, the problem is

to determine u(x, t) on
q

Γ and q(x, t) on
u

Γ . To get a boundary integral equation in [8] the limit

transition in (8) as the point of source approaches the boundary of the four-dimensional domain

ξ → ξ ∈Γ was conducted, the interpretation of the Cauchy principal value of integral singularity
τ

−ξ τ − Γ∫ ∫ was fulfilled, the conditions on the parameters of the passage to the

limit for its correct interpretation were formulated.

The boundary integral equation ofthe problem was obtained in the form:

*

t

dt u(x, t)q (x , t)d
0

Γ

x

τ

()()( )ξ ετ + ξ − τ − − ξ − τ − Γ=∫∫C u
,

dt u* ( x, t) q (x, t) u(x, t) q* ( x, t) d
x

t Γ
0

τ

= ρ ξ − τ − Ω − ξ − τ − Ω∫ ∫ ∫ , ξ ∈Γ, 0t tc u (x) u* ( x, t)d dt f(x, t) u* ( x, t)d0 0 x x

Ω Ωt
0

,
< < τ (5)

where
1

C( ) (4 S)
4

ξ = π −
π

(if ξ is regular then
1

2
ξ = ) and the second integral in the left side isC( )

taken in the sense ofprincipal value.

Thus, the original problem (1) - (3) was reduced to solving of the singular integral equa-

tion (5), that is, to finding u(x, t) for
q

x∈Γ and q(x, t) for
u

x ∈Γ . Then the integral representa-
tion of the solution (4) can be used to find u( ,)ξ τ for 0(,)(,t)ξτ∈ Γ τ > .It should be emphasized
that (5) is an equation in three-dimensional space 0(, t)ξ∈Γτ>,

and not in four-dimensional space

0( R, t)ξ ∈ τ > as the original problem. So, the transition to the boundary integral equation allowed

to reduce the dimension of the problem [8].

2. 2. A linear boundary integral equation for the axially symmetric domain

Let the spatial domain Ω with the border Γ is axisymmetrical, but the boundary and initial

conditions are not axisymmetrical. We show that in this case the boundary integral equation (5)
can be reduced to an infinite countable set of singular integral equations that are two-dimensional

in Minkowski space.

Let’s introduce the spatial cylindrical coordinate systems ( )xxxr, ,zθ in the space x and

( )r
,,

z
ξ ξ ξ

θ in the space ξ. ( x is an observation point, ξ is a point of source). As Γ is the surface

of rotating, all limit functions in (5) can be expanded in Fourier series:

∞

~ ~
= θ + θ~ ~∑ ( )xx

x r, z .= ∈Γ (6)() ()c s

n xn x

f(x) f x cos n f x sinn
,

n 0=

~
= θ θθ =~

π

~~~
= θ θ~

π

~~~
= θ θθ =

π~~

∫

∫

∫ (7)

2π

1
fx f r

c () ( ), ,
z cos n d

n xxx xx

0

2π

1
fx f r() ( )c

, ,
z d

0 xxxx

,
n 1, 2,...

0

2π1
fx f r

s () ( )z sin n d n 1, 2,...
, ,n xxx xx ,

0

Let’s substitute decompositions like (6) for functions u(x, t), q(x, t) to (5), multiply by
sink

ξ ξ
θ θ and integrate over ξθ in the interval [ ]0,2π . Because of the orthogonality of trig-

onometric functions it is easy to see that:

()(){ } ()

()(){ } ()

cos k
,

~
ξ τ θ + ξ τ θ θθ = ξτ~

π~~~
ξ τ θ + ξ τ θ θθ=ξτ~

π~

∑∫

∑∫ (8)

1
2 π ∞

c s c

k x k x n

1

u , cos k u ,
sin k cosn d u , ,

k 00 =

2

ξ ξ

π ∞

c s s

k x k x n
sin k sin n d uu

,
cos k u

k 00

ξ ξ , .

=

,

Reports on research

projects
(2017), «EUREKA: Physics and Engineering»

Number 1

Computer Sciences and Mathematics

63



Let’s consider the typical expressions in (5). Using the expression of the element of integra-
tion

x
dΓ in the cylindrical coordinate system x x x x x

d r d d(r,z )Γ = θ Γ we move from the integrals
over the domain to integrals over the boundary Γ . Then we have:

2 π

∫ ∫∫u () ()ξ τ Γ = θ ξ τ Γ =

* *

,x, , t q(x, t)d d u ,x, , t q(x, t) r d (r ,z )
xx xxx

Γ Γ

2 π

0

∫ ∫ ( )*

= θ ξθθ τ Γd u , ,x, , , t q(x, t) rd(r , z )
0

ξx xxx

Γ

and so

2
1 π

∫ ∫
π

2 2

cos n d u

π π

*

( )θθ ξ τ Γ =

0

ξ ξ
Γ

,x, ,
t q(x, t) d

1
d cos n u

x

∫ ∫ ∫ (9)( )()*

, ,x, , ,t d qx, ,t r d (r ,z ).= θ θ ξθθ τ θ θ Γ
π

ξ ξ ξx x xxxx

0 0Γ

Taking into account, that

( ) ( )
* *

u x, t u x
,

t,ξ − τ− = ξ − τ − (10)

( )22 2 2

x x x x
x r r 2r r cos( ) z z

ξ ξξξ−ξ = + − θ− θ + − , (11)

we have: ( ) ( )* *

u x , t u ,x, , t,ξ − τ− = ξ θτ − where
x.ξθ=θ − θ Thus, we have shown that

*

u is

independent separately from
x, ξ

θ θ and depends only on their difference
x ξ

θ − θ . This allows us

to move from the integral over
x

θ or ξθ to the integral over
x ξ

θ= θ − θ .
Taking into account that ( )x

cos n cosnξθ = θ− θ and presented ( )xqx,,tθ in the form (6),
we rewrite (9) as:

2

1 π

∫ ∫
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cos n d u

*

( )θθ ξ τ Γ =

ξ ξ
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,x, , t q(x, t)d
0

x

~ ~
= ξτ − + ξτ− Γ~ ~∫ (12)u ( ) ( ) ( ) ( )()*cc *s s

n n n n xxx
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,x, t q x, t u ,x, t q x, t r d r, z ,

where
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ξ τ − = ξ θτ − θθ~

π~~~
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t cos n d ,
4

n ( ) ( )
0

2
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4
n ( ) ( )
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Similarly, we obtain:

2
1 π
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*
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0 Γ
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n n n n xxx
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,x, t q x, t u ,x, t q x, t r d r, z
,

n 1, .

In view of (8), (13) and (14), (5) can be rewritten as:
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(15)

,
n 0,ξ∈Γ = ∞.

So, for an axially symmetric domain the boundary integral equation (5), that is three-dimen-

sional in four-dimensional Minkowski space, is reduced to a system of two-dimensional singular

integral equations (15). Integral equations (15) are equations of the second kind for the Neumann

problem, equations of the firstkind for the Dirichlet problem, mixed type for the mixed problem.
Let’s note that if the boundary conditions, initial conditions and source function are also

axially symmetric (in cylindrical coordinate system they are independent of
x

θ ), the system (15) is

reduced to one two-dimensional in four-dimensional Minkowski space singular integral equation.

Accordingly, if the conditions of the problem can be represented as a segment of the Fourier series

with n members, the problem is reduced to a system of 2n two-dimensional singular integral

equations.

where

2. 3. The fundamental solution for axially symmetric domain

Let’s investigate the fundamental solution
*c

nu ,
*s

nu from (15). Taking into account (10), (11),
we have:

2 1/2

*c * ρ
ξ τ − = ξ − τ − θθ = − Ητ − ×

π ππτ −

~ ~ρ
× − + − θ + − θθ~ ~

τ −~ ~

π

u
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n 3/2

0

2 π
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∫ (16)( )22 2
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Due to the fact that:

2π

θ θθ =∫
0

e sin n d 0,a cos

2 π

θ θθ= π∫ (17)e cos n d 2 I (a),
0

a cos

n

n
I (z) is a modified n-th Bessel function, expressions *s *c

n n
u

,
u from (15) are the coefficients

in the Fourier decomposition for fundamental solution, that can be written as:

where
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This system, using (17), can be rewritten as:
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Applying obvious trigonometric transformations and entering notation:

cr r

a
,

2k( t)

ξρ
=

τ −
x

we find *c

nq (, x, t)ξ τ − and *snq (, x, t):ξ τ − :

~ ~ ρ~~~
ξ τ− = π + ++~ ~ ~~

τ −~ ~~ ~~
~

~~ ~ ~ ~~
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Thus, we find the explicit formulas for finding functional coefficients (components) of the Fou-

rier decomposition of fundamental solutions
* *

u , q from (15). Consequently, (15) defines a system of

integral equations, solving this system we find the boundary values of functions (or s
n

u
,
or

s

nq). Obtain-

ing the Fourier series of the form (6), we find the unknown boundary values. Then, using the integral

representation (5), we can get the complete solution to the problem in the axially symmetric domain.

3. Conclusions

The work is devoted to investigation of non-stationary initial boundary value problem of

thermal conductivity with not axially symmetricright part of the equation and boundary conditions

for axially symmetric domain in Minkowski space.

Using the methods of boundary integral equations and the Fourier decomposition, the prob-
lem is reformulated as an infinite set of two-dimensional singular integral equations for coefficients

of expansion. Fundamental solutions, used in the integral representation of the solution in the do-
main and on the border, are built in the explicit form and studied.

Reducing of the initial four-dimensional boundary problem to the set of two -dimensional

equations by taking into account the axisymmetric of the domain is important for the problem of

constructing of the effective numerical boundary element method for Real-Time settlements of

behavior of structures.

Interpretation of initial-boundary problem as a boundary value problem in Minkowski

space allows to use the results of the article for solving problems in axially symmetric domains

variable over time.

The ideas and methods of this study can be applied in very similar problems in linear ther-

moelasticity. Such vector problems are related and imply a transition to a matrix description. Ac-

cording to the results of the article, such transition is possible. In addition, using the Kirchhoff

transformation, the proposed approach can be generalized for problems with spatial inhomoge-
neous coefficient of thermal conductivity and for nonlinear problems (with power nonlinearity of

thermal conductivity coefficient).
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